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Preface
This volume contains the accepted and revised research papers accepted

for the online proceedings of SAICSIT 2024, the 45th Conference of the South
African Institute of Computer Scientists and Information Technologists. SAIC-
SIT 2024 was held from 15 to 17 July 2024 in the Boardwalk Hotel, Gqe-
berha, South Africa. The theme of the conference, Human-Machine-Digital-
Convergence is aimed at stimulating robust engagement that will generate new
insights into the transforming relationship between humans and machines.

The role of the 45th SAICSIT conference is to support and connect the South-
ern African computing community so that innovation and creativity can flourish.
The SAICSIT conference aims to provide a space to meet and exchange ideas on
addressing the challenges of the fast-evolving digital future, and we are therefore
glad to report that submissions were received from authors with more than 60
unique national and international affiliations.

The review process was double-blind and rigorous, with every paper sent to
at least three and receiving at least two substantive reviews from our program
committee. The program committee comprised more than 125 members with
over 50 national and international affiliations. The technical committee, com-
prising of the technical chairs and track chairs, managed the review process and
supported the authors in revising their papers to the quality results that are
published in this proceedings.

This SAICSIT 2024 online proceedings book contains 20 full research pa-
pers organised in their respective Computer Science and Information Systems
research tracks. These submissions were included for presentation in the SAIC-
SIT 2024 programme. With more than 90 papers submitted (from national and
international authors) and more than 80 submissions in total sent out for re-
view, the acceptance rate for full research papers for this online volume is 25%.
In the Information Systems track, 38 submissions were sent out for review, and
10 were accepted for this volume, amounting to an acceptance rate of 26%. In
the Computer Science track, 48 submissions were sent out for review, and 10
were accepted for this volume, amounting to an acceptance rate of 20.8%.



III

We want to express our gratitude to the track chairs and program committee
reviewers for their hard work and dedication. Thank you to the authors of all
the submitted papers for sharing their research results. We hope the opportunity
to participate in SAICSIT 2024 will have a lasting impact on the quality and
productivity of future research in our scholarly community.

We also acknowledge the enthusiasm and outstanding contributions of the
local organisers of SAICSIT 2024, the Computer Sciences Department and the
School of Information Technology at Nelson Mandela University. Thank you to
everyone who contributed to the success of SAICSIT 2024.
June 2024 Aurona Gerber

Technical Chair: SAICSIT 2024

SAICSIT 2024 Sponsors

The sponsors of SAICSIT 2024 are herewith gratefully acknowledged.



SAICSIT 2024 Organisation

General Chair

Mathys C. du Plessis Nelson Mandela University, South Africa

Technical Chair

Aurona Gerber University of the Western Cape and CAIR, South Africa

Computer Science Co-Chairs

Hein Venter University of Pretoria, South Africa
Lester Cowley Nelson Mandela University, South Africa

Information Systems Co-Chairs

Marie Hattingh University of Pretoria, South Africa
Melissa Makalima Nelson Mandela University, South Africa

Publication Chair

Aurona Gerber University of the Western Cape and CAIR, South Africa

SAICSIT 2024 Programme Committee

Computer Science Track

Adedayo, Oluwasola Mary University of Winnipeg, Canada
Adigun, Matthew University of Zululand, South Africa



Organisation V

Bagula, Antoine University of the Western Cape, South Africa
Bradshaw, Karen Rhodes University, South Africa
Casini, Giovanni ISTI - CNR, Italy
Chavula, Josiah University of Cape Town, South Africa
Chindipha, Stones Rhodes University, South Africa
Dlamini, Moses T. CSIR, Pretoria, South Africa
Du Plessis, M.C. Nelson Mandela University, South Africa
Dunaiski, Marcel Stellenbosch University,], South Africa
Furnell, Steven University of Nottingham, United Kingdom
Greyling, Jean Nelson Mandela University, South Africa
Grobler, Trienko Stellenbosch University, South Africa
Gruner, Stefan University of Pretoria, South Africa
Hazelhurst, Scott University of the Witwatersrand, South Africa
Henney, Andre University of the Western Cape, South Africa
Hutchison, Andrew Google Switzerland, Switzerland
Isafiade, Omowunmi Elizabeth University of the Western Cape, South Africa
James, Steven University of the Witwatersrand, South Africa
Jembere, Edgar University of KwaZulu-Natal, South Africa
Klein, Richard University of the Witwatersrand, South Africa
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Defining an Ontology for Ant-like Robots Based on 

Simulated Ant-agent Characteristics 

Colin Chibaya 

Dept of Computer Science & Information Technology 

Sol Plaatje University 

 
colin.chibaya@spu.ac.za 

Abstract. Swarm intelligence systems, where robotic devices are 

programmed with distinct abilities that operate at the individual level to 

produce collective emergent behaviour, are particularly promising in fields 

like nanotechnology. These systems are typically employed to solve complex 

real-world problems at minimal costs. For instance, ant colony systems 

emulate the behaviour of natural ants to tackle challenging issues. Solutions 

to complex optimization problems, such as the bridge crossing problem, 

vehicle routing problems, shortest path formation problem, and the travelling 

salesman problem, have been developed using this approach. This study 

draws inspiration from various simulated ant colony systems, exploring the 

low-level actions and capabilities of simulated ant-like robotic devices to 

develop an ant-bots swarm intelligence ontology. An ant-bot is conceived as 

a small, simple autonomous robot modelled after simulated ants. 

Individually, an ant-bot may not accomplish much, but as part of a swarm, 

these robots can generate impressive emergent behaviour. We examine the 

specific aspects of simulated ant agents that lead to emergent behaviour and 

incorporate these into the design of an ant-bots swarm intelligence ontology. 

Experimental tests identified three key components as the foundation of the 

desired swarm intelligence ontology. First, the swarm space component 

captures metadata about the configuration of the simulated environments, 

targets, and any global swarm rules. Second, the ant-bot. context emphasizes 

the individual abilities and activities of ant-bots. Lastly, the swarm 

interaction component details the communication mechanisms used, whether 

direct or indirect, local or global, inspired by nature, mathematical models, 

biological processes, or other methods. This swarm intelligence ontology 

serves as a formal knowledge representation model for ant-bots, 

encapsulating these aspects to enable effective swarm emergent behaviour.   

Keywords: Ant system; ant-bot; ant-bot ontology 
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1 Introduction  

Swarm intelligence involves designing intelligent multi-agent systems that emulate 

the collective natural behaviours of social colonies like ants, termites, birds, spiders, 

and bees [1]. This relatively recent problem-solving approach draws inspiration 

from nature [2]. However, the exact methods governing the behaviour of natural 

colonies are not fully understood. It is evident that cooperative colony behaviour 

arises from simple interactions between colony members, but what specific actions 

do individual members take to generate collective behavior? 

Ants, in particular, are intriguing, and related ant systems have garnered signifi-

cant attention due to their practical applications in combinatorial optimization prob-

lems such as shortest path formation [4][5]. But what exactly do individual simu-

lated ant agents do to achieve swarm convergence? How can we formalize and 

represent the knowledge embedded in ant systems to enhance their practical appli-

cation in real-world problem-solving? 

Ontology, a branch of philosophy, explores concepts of existence, being, becom-

ing, and reality [6]. Therefore, a swarm intelligence ontology refers to a structured 

collection of knowledge about swarm behaviour, abilities of swarm members, the 

environment in which the swarm operates, and other relevant parameters. This study 

aims to design a swarm intelligence ontology inspired by ant systems to better un-

derstand and utilize their principles in solving practical problems. 

1.1  Problem definition 

Creating an ant-bots ontology involves coordinating homogeneous swarms. Extend-

ing this effort to coordinate heterogeneous swarms is an ambitious project that re-

quires understanding various distinct swarm intelligence ontologies. For instance, 

we would need separate ontologies for ants, termites, bees, social spiders, fish, or 

birds before developing a generic swarm intelligence ontology capable of handling 

heterogeneity. 

Simulated ant systems are particularly fascinating. What are the fundamental el-

ements of an ant-bots ontology that could contribute to the advancement of hetero-

geneity in swarm intelligence? There has been little discussion about the abilities of 

ant-bots to create emergent behaviour. The individual actions of ant-bots, their com-

munication and interaction strategies, decision-making processes, and the infor-

mation they generate are all critical components of swarm knowledge, yet their rep-

resentation remains undefined. This study aims to identify and characterize the key 

aspects of simulated ant systems that define an ant-bots ontology. 

To achieve this, we need to conceptualize the environment in which ant-bots op-

erate, design the ant-bots themselves, and understand the processes through which 

ant-bots interact, communicate, share, or create knowledge. Ultimately, we seek to 

demonstrate a comprehensive understanding of the prospective vocabulary of ant-

bots to enhance the application and visibility of ant systems. To the best of our 
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knowledge, formalizing the representation of ant systems in the form of an ontology 

is a novel and significant contribution to the field. 

1.2  Overview 

The article is organized as follows: Section 2 reviews the literature, identifying key 

aspects of ant systems that could inspire the design of an ant-bots ontology. Section 

3 characterizes these identified aspects, bringing us closer to defining the 

component units of the envisioned ant-bots ontology. In Section 4, we propose the 

actual ant-bots ontology. Finally, Section 5 concludes the study, highlighting our 

contributions and suggesting directions for future research. 

2. Relate Work 

Research efforts to represent knowledge in a substantive and methodological 

manner are evident [8]. Although there have been attempts in the literature to create 

swarm intelligence ontologies inspired by ant colony systems, bee colony optimi-

zation models, particle swarm optimization systems, and hybrid models combining 

these approaches, the specific and explicit representation of ant-bots knowledge re-

mains unclear. This study aims to investigate specific aspects of simulated ant sys-

tems to propose a clear ant-bots ontology. 

The closest work in the literature involves studies on the role of pheromones in 

guiding ant-like agents moving between two points [2]. These studies established 

that pheromones act as indirect guides towards agents’ targets, with ants probabil-

istically following paths marked by pheromones. The direction selection by ant-

bots, referred to as orientation, is based on the pheromone levels around a decision-

making agent. This understanding of pheromones as guides has been refined and 

optimized over time [9]. Despite the consistent concept of pheromone perception 

for orientation, heuristic information is necessary to achieve optimal solutions [10]. 

For example, defining swarm memory as being held in the environment is a heuris-

tic feature that helps reduce the cost of managing ant-bots. 

Most ant systems imply that ant agents possess an internal state to keep track of 

the swarm goal [19]. Each agent is aware of its target, understanding which phero-

mone levels are attractive or repulsive [19]. Switching between different internal 

states is a reward mechanism when an agent finds the target or successfully returns 

to the nest [19]. During the search, ant agents drop, and update pheromone levels 

based on their internal state [19]. Pheromone updates are also managed heuristically 

through dissipation processes to optimize swarm convergence quality and speed 

[19].  

In summary, most ant systems achieve mission planning and execution through: 

(a)  pheromone management policies, including detecting pheromone levels, 

dropping new pheromone levels, updating pheromone quantities, and allow 

for pheromone dissipation.  

7
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(b)  internal state transitions, including managing context awareness and 

switching internal states as necessary. 

(c)  local search procedures such as orientation and movement. 

A theoretical survey on ant colony optimization has emphasized understanding 

the theoretical basis of swarm convergence on optimal solutions driven by stochas-

tic methods [11]. Trust level computation, as demonstrated in related studies [12], 

highlights the value of these swarm aspects for recommending an ant-bots ontology 

[13]. The primary goal of this study is to explicitly elucidate the key aspects of ant 

systems that may inspire the design of an ant-bots ontology, facilitating the practical 

application of related swarm intelligence systems in real life. 

3. Methods and materials 

This study is in its early stages toward creating heterogeneous ontologies. It focuses 

on understanding a specific homogeneous ant-bot ontology, which will later be in-

tegrated with other homogeneous ontologies to address heterogeneity in swarm in-

telligence models. Specifically, we undertake (a) a requirements elicitation exercise 

(identifying key aspects in the design of an ant-bots ontology), (b) requirements 

specification (determining how each identified aspect fits into the problem), and (c) 

ontology modeling and proposing a methodology for integrating these aspects. 

Design science research is utilized to define the main computational artifacts of 

the study [14]. In proposing the ant-bots ontology, emphasis is placed on achieving 

scalability, reproducibility, and adaptability. A positivist approach drives the study, 

aiming to verify the work through deductive methods until an ant-bots ontology 

emerges [15][16][17]. Ideally, the results should be transferable from practical in-

sights to theoretical frameworks [18]. The next three subsections provide detailed 

analyses of the key aspects commonly considered in studies of ant systems. 

3.1 The ant-bot architecture 

An ant-bot is designed with basic memory to hold four key pieces of information: 

(a) its position, (b) its internal state, (c) neighborhood, and available instruction set, 

as illustrated in Figure 1. Positional awareness allows an ant-bot to retrieve and 

update the levels of pheromone at its location. This is an individual property of the 

ant-bot. The internal state maintains the ant-bot’s role within the swarm. At any 

time, an ant-bot is either searching for the target or returning to the nest. In each 

state, it deposits a different type of pheromone at its current position, updating the 

swarm’s global information. Typically, an ant-bot places pheromones that attract 

other ant-bots in the opposite state. For instance, an ant-bot searching for the target 
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releases pheromones that attract ant-bots returning to the nest, and vice versa, lead-

ing to the emergence of well-trodden paths at the swarm level. 

Each ant-bot is also equipped to perceive its neighborhood, which includes po-

tential locations to move to. These locations are weighted based on their attractive-

ness or repulsiveness, determined by the levels of specific pheromones they contain. 

An ant-bot decides stochastically where to move next, considering the attractiveness 

and repulsiveness of the surrounding locations. 

Finally, ant-bots follow deterministic instructions to achieve their goals. These 

instructions, executed at the individual level, lead to emergent behavior at the 

swarm level. The collection of these instructions and their parameters is discussed 

further in the next section on ant-bots' actions. This work does not delve into the 

engineering details of ant-bot design. 

 

 
Fig. 1. Ant-bot design 

3.2 The ant-bot actions 

It is evident that ant-bots deposit distinct levels of pheromone as they traverse the 

environment. This act of depositing pheromone modifies the amounts of this partic-

ular level of pheromone present at the ant-bot’s current position. The quantity of 

pheromone dispersed in the environment serves as a collective memory for the 

swarm. Utilizing the environment to store these quantities offers the advantage of 

reducing the memory burden on individual ant-bots. Additionally, it separates the 

existence of ant-bots from the overall swarm solution. When an ant-bot deposits and 

updates specific pheromone levels at its current location, this action simultaneously 

9
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updates the shared memory at the swarm level. Listing 1 provides a computational 

representation of the pheromone deposition concept. 

 
   Listing 1: dropping specific levels of pheromone 

 
Drop (int x, int y, int Qty) 
{ 
     update (level, Qty + read(level, x, y))  
} 
 

In mathematical notation, Listing 1 can be expressed as: P(𝑥, 𝑦) = P(𝑥,𝑦) + Q, 

where P (x,y) is the pheromone level at position (x,y). Q is the quantity of phero-

mone to be added. Thus, the function Drop (x, y, Qty) updates the pheromone level 

at the specified coordinates by adding the specified quantity to the current level.  

The subsequent task for an ant-bot involves relocating after depositing specific 

levels of pheromone at its current position. This relocation process necessitates the 

ant-bot to initially orient itself before proceeding in the chosen direction. Orienta-

tion, from a computational standpoint, involves the ant-bot assessing the attractive-

ness or repulsiveness of all neighboring locations before selecting a direction to 

move towards. This assessment is accomplished by assigning weights to each neigh-

boring location based on the levels of attractive and repulsive pheromones it con-

tains. Consequently, locations with higher levels of attractive pheromones are fa-

vored, while those with higher levels of repulsive pheromones are penalized. Listing 

2 outlines the orientation concept algorithmically. 

 
           Listing 2: ant-bot orientation 
 

                          Orientate (int x, int y) 
                          { 
                                for each nearbyLocation i 

     { 
     WiqtyAtt(x±[0,1];y±[0,1])–qtyRep(x±[0,1];y±[0,1]) 
      } 
     set a scaled roulette wheel for wi 

                               direction  randPick (i,wi)   
} 

 
The mathematical notation suggests that Orientate (x,y) represents the function 

to orientate the ant-bot at coordinates (𝑥,𝑦). The function qtyAtt(𝑥±[0,1],𝑦±[0,1]) 

and qtyRep(𝑥±[0,1],𝑦±[0,1]) denote the quantities of attractive and repulsive pher-

omones, respectively, at nearby locations around (𝑥,𝑦). Wi is the weight assigned 

to each nearby location, calculated as the difference between the quantities of at-

tractive and repulsive pheromones. Also, randPick (𝑖,𝑊𝑖) selects a random nearby 

location based on the scaled roulette wheel determined by 𝑊𝑖. The formula within 
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the loop in Listing 2 outlines the process for calculating the weight of each nearby 

location surrounding an ant-bot. Subsequently, a stochastic roulette wheel is con-

structed based on these weights, where locations with higher attractiveness are as-

signed wider spans compared to repulsive locations. In this setup, random selection 

of a location tends to favor attractive locations over repulsive ones. An advantage 

of this approach is that even highly repulsive locations have a chance of being ran-

domly selected, introducing an element of randomness in movement. However, it's 

uncommon for a repulsive location to be chosen. After successful orientation, ant-

bot movement ensues. Here, movement involves relocating from the current loca-

tion to the destination determined by the orientation direction. The concept of move-

ment is elaborated in Listing 3. 

 
    Listing 3: ant-bot movement 

 
Move (int x, int y, direction i) 
{ 

       x  x + direction (ix) 
       y  y + direction (iy) 

} 
 

In this scenario, the ant-bot will shift from its current x-coordinate towards the 

x-direction indicated by the orientation. Similarly, it will transition from its y-coor-

dinate towards the y-direction specified by the orientation. Eventually, as a moving 

ant-bot progresses, it will reach its target. This event prompts the transition to the 

flip state action. If an ant-bot was previously searching for food, it will now alter its 

role within the swarm to begin seeking the nest. Consequently, its perception of 

attractive and repulsive pheromones will change, along with a reversal in the levels 

of pheromones deposited at each visited location, reflecting opposite behaviors in 

all instances. Listing 4 elucidates the process of transitioning between different in-

ternal states. 
    Listing 4: ant-bot flip state 

state Flip (int x, int y) 
{ 
    if (x ; y) has Target 
     return homing 
    if (x ; y) has Nest 
     return searching 
} 
 

Specifically, this aspect conditionally transitions an ant-bot to a particular inter-

nal state based on its current location. If an ant-bot finds itself at the target because 

it was previously searching for it, it switches to "homing," initiating the journey 

back to the nest. Conversely, if an ant-bot arrives at the nest while homing, it 

switches back to "searching" mode and recommences search trips. This function 

exclusively affects the two target locations; otherwise, a searching ant-bot continues 
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its search uninterrupted. An ant-bot traveling towards the nest but not yet arrived 

will persist in homing until it reaches the nest. This function encompasses all ant-

bot actions outlined in the ant-bots instruction set depicted in Figure 1 previously. 

3.3 The ant-bot’s heuristic aspects 

In ant-bot systems, two heuristic elements are implied. Evidently, swarms of ant-

bots are expected to function within deterministic environments, which consist of 

locations, tuples to store various pheromone levels, and the context in which ant-

bots exist or navigate when solving presented problems. We mentioned that envi-

ronments serve as the shared memory for the swarm. Figure 2 illustrates the envi-

ronment we envision, delineating locations in a grid format. Each location serves as 

a habitat for ant-bots and also retains the various pheromone levels previously de-

posited. The definition of environments is heuristic, established during simulated 

parameter configuration. 

 

Fig. 2. Ant-bots environments 

An intriguing aspect is that pheromone levels deposited at various locations in 

the environment may gradually dissipate due to evaporation or diffusion. Phero-

mone dissipation serves as an elitist strategy to refine the paths formed by phero-

mones and facilitates the process of forgetting old solutions in favor of new ones. 

While these factors are not directly linked to the individual actions of an ant-bot, 

they significantly influence ant-bot behaviors, thus warranting inclusion in the de-

sign of an ant-bots ontology. 

4. Implementation 

4.1 Towards the ant-bots Ontology 

Figure 3 illustrates the integration of the ant-bots architecture, ant-bots actions, and 

related heuristic aspects into an ant-bot ontology. This proposed ontology primarily 

highlights the locations of various pieces of ant-bot knowledge. At its center, the 
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ontology encompasses a comprehensive representation of swarm-level knowledge, 

which synchronizes information from supporting sub-domains. The heuristic as-

pects pertain to environmental design and the maintenance and smoothing of pher-

omone levels in the environment, extending beyond individual ant-bot capabilities.  

 

 

Fig. 3. Ant-bots ontology 

The core is also supported by the ant-bot architecture, which encompasses posi-

tional knowledge, internal state details (recalling each ant-bot's goal), its neighbor-

hood, and the usage of instructions contained in the knowledge domain. These 
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instructions include actions such as dropping pheromones, moving, orienting, and 

flipping states. 

It is important to note that the survival of an ant-bot swarm relies on the strength 

of the shared memory, defined by the levels of pheromone present in the environ-

ment. Low pheromone levels indicate a lack of swarm-level knowledge about the 

target's location, leading to random movements. Conversely, excessive pheromone 

levels can saturate the environment and degrade the established paths. A balance is 

maintained through elitist heuristic methods, including pheromone dissipation. 

This study does not focus on implementation details. Instead, it emphasizes the 

logic for emulating ant behavior, specifically understanding what each ant-bot does 

at an individual level to achieve emergent swarm behavior. The focus is on homo-

geneous swarms of ant-bots, each being simple and autonomous. The ontology im-

plies only stigmergic communication, indirectly mediated through the environment, 

with no direct messaging between ant-bots. Additionally, an ant-bot can choose to 

remain inactive when necessary, hence the "No action" aspect in the ant-bot instruc-

tion set. 

5.  Conclusions 

This article explored the aspects of ant systems that lead to emergent behavior, in-

terpreting each from a computational perspective. It then proposed a method to in-

tegrate these aspects into a knowledge representation framework referred to as an 

ant-bots ontology. The ant-bots ontology aims to encompass all key aspects neces-

sary for coordinating swarms of homogeneous, ant-like robotic devices. Detailing 

the elements of the ant-bots ontology is crucial for creating a comprehensive mod-

eling scenario applicable to various swarm formations. The clarity achieved in de-

signing the ant-bots ontology can facilitate application-specific modeling solutions 

for practical problems. The ant-bots ontology presented in this article includes three 

interrelated knowledge domains that connect to the core domain. These three as-

pects and their relational inferences constitute the ontology. 

5.1 Contributions 

This study makes three key contributions: 

• The article proposed a formal knowledge representation approach for 

defining ant-inspired swarm intelligence systems, thereby extending 

existing literature in the field. 

• It contributes to ongoing efforts to formalize knowledge representation in 

swarm intelligence models. This study, focused on ant systems, aims to 

understand the key knowledge domains of swarm intelligence systems, 

providing insights that can lead to more general applications. 

14



11 

• While the primary focus of this study was on developing an ontology for a 

homogeneous swarm of ant-bots, this work establishes a foundation for 

addressing heterogeneity in future research. 

5.2 Future work 

Four ambitious directions for future work are envisioned from this study: 

• Practical experimentation to validate the ant-bot knowledge representation 

is forthcoming. 

• The ant-bot ontology could be enhanced by incorporating additional 

relevant aspects to broaden its applicability. It should be tested for 

completeness, optimality, applicability, and expandability. 

• Integrating the ant-bot ontology with other swarm intelligence ontologies 

could eventually lead to the development of practical heterogeneous 

swarms. 

• Extending the ant-bot ontology to handle fuzzy situations, uncertainty, 

incompleteness, inaccuracies, vagueness, or imprecision is a promising 

area for future research. 
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Abstract. Tampering or forgery of digital documents has become widespread, 
most commonly through altering images without any malicious intent such as 
enhancing the overall appearance of the image. However, there are occasions 
when tampering of digital documents can have negative consequences, such as 
financial fraud and reputational damage. Tampering can occur through altering a 
digital document’s text or editing an image’s pixels. Many techniques have been 
developed to detect whether changes have been made to a document. Most of 
these techniques rely on generating hashes or watermarking the document. These 
techniques however have limitations in that they cannot detect alterations to port-
able document format (PDF) signatures or other non-visual aspects, such as 
metadata. This paper presents a new technique that can be used to detect tamper-
ing within a PDF document by utilizing the PDF document’s file page objects. 
The technique employs a prototype that can detect changes to a PDF document, 
such as changes made to the text, images, or metadata of the said file. 
 
Keywords: PDF, Tampering, Forgery, Metadata, Hashing, Alterations, File page 
objects 

1 Introduction 

Digital media is a common form of communication and entertainment in modern 
society. Given the widespread use of these digital forms of media through images, 
videos, and text-based documents, it has opened a new avenue for tampering with 
official or unofficial content [1]. Forgery is when a person creates a copy of the 
original, often intending to commit fraud. Tampering is when a person interferes 
with or changes the original without permission. In the context of this paper, both 
terminologies will be used interchangeably. 

The tampering that the average person will generally encounter is focused on the 
alteration of images for the purpose of looking better in posted photos or videos 
through techniques such as deep fakes [2], where a deep fake is a fake image of an 
event produced using deep learning techniques. Though many alterations are not of 
a criminal nature there are alterations of more formal digital documents that could 
have adverse consequences. 

One of the most common forms of digital documents used for communications is 
the portable document format (PDF). A PDF is a file format developed by Adobe 
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that preserves the layout and formatting of a document regardless of the software, 
hardware, or operating system used to view or print it. PDF files can contain text, 
images, forms, annotations, and other data, and they are widely used for distributing 
documents that need to be displayed and printed consistently across different plat-
forms. Given that the PDF is difficult to alter, it is used in many formal forms of 
communication, such as memorandums, contracts, specifications, etc. However, 
with the advancements in technology and the expanded ease of access to tools such 
as Adobe Acrobat or one of the many free online editors that make altering docu-
ments in this format possible, it has become simpler to alter PDF files with limited 
knowledge of the PDF format. This leads to the necessity to detect and analyze any 
alterations made to a document in PDF format. 

Most of the current techniques that are used for the detection and partial analysis 
of any alterations use a form of watermarking. Though we will highlight two forms 
of watermarking in this paper, there are numerous ways of implementing such a wa-
termark into a PDF document or most other forms of digital content. 

In addition to watermarking, another technique used to check whether the current 
PDF matches the original is hashing. Though these techniques successfully detect 
changes to a PDF document and its contents, they mostly rely on the visible aspects 
of the said PDF, such as the images and text that a reader would see. This is because 
they mainly rely on using the visible content to the reader. The techniques discussed 
would not detect changes to this PDF document’s metadata or background data. 
Should alterations be made that would embed malware into the PDF using the script-
ing abilities of the PDF format, the above techniques would not be able to detect 
such changes to the document [7]. Nor would they be able to detect changes to a 
PDF signature, which could have severe consequences should a PDF document be 
attacked in such a manner [8]. PDF signatures are elaborated in section 2.3. 

It is worth noting that while the existing methods of using watermarking and hash-
ing have their limitations, changes can be identified even though the exact point of 
change may not be identifiable. This is because process of changing anything in a 
document creates a different hash for the document which therefore makes it difficult 
to pinpoint exactly where and what caused the change.  

1.1 Problem Statement and Research Questions 

The problem that this paper is addressing is the tampering or forgery of PDF docu-
ments. With the PDF format being used as a formal means of communication in 
multiple industries, it has become a good target for criminals who wish to affect 
contracts or aid in misinformation. The adverse effects of such documentation being 
tampered with or forged could greatly impact many people’s lives if it goes unde-
tected. This paper presents a new technique that can detect tampering or forgery of 
a PDF document using the underlying content of a PDF document, such as the file 
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page objects. File page objects specifically pertain to the content and structure of 
individual pages within the PDF document. 
 The main research problem described above can be expanded by asking the follow-
ing research questions (RQs). These questions are used to assess whether the pro-
posed solution successfully detects tampering or forgery of a PDF document. 

 
RQ.1 What are the current techniques that are used or have been researched 
for the detection or tampering of PDF documents? 
This question aims to address what are the current techniques that are employed for 
the detection of tampering or forgery in PDF documents. In addition, we would want 
to find out the current state regarding the detection of tampering or forgery within a 
PDF document.  
 
RQ.2  Will using the file page objects to generate a hash detect tampering or 
forgery of a PDF document’s text? 
This question aims to address whether using the file page objects of a PDF document 
to generate a hash value will be able to detect tampering or forgery of the document. 
It applies in two parts: the first using the rewrite approach or the second using the 
incremental approach. The technique should be successful regardless of how the 
changes are made to the PDF document. 
 
RQ.3  Can a prototype be developed to detect alterations made to an image 
within the PDF document? 
This question addresses whether the proposed prototype, which is the main contri-
bution of this paper detects alterations made to an image in a PDF document. If the 
image is altered by methods such as Photoshop or completely replaced, the prototype 
should be able to detect that a change has been made to such images in the PDF 
document.  
 

The remainder of the paper is structured as follows: section 2 highlights literature 
survey of the current techniques used in detecting forgery or tampering, section 3 
elaborates on the prosed prototype design and implementation, section 4 discusses the 
experiments conducted, the results and evaluation then section 5 concludes the paper. 

2 Literature Review 

This section provides a literature survey of the state of the current research conducted 
on the topic of detecting tampering or forgery within PDF documents. 
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2.1 Watermarking 

A watermark is a technique used to protect an original piece of work from being copied. 
When applied to PDF documents, they are not as visible as a watermark on an image; 
they are generally embedded and hidden from view. Research by Khadam et al. [5] 
used a watermark on PDF documents using file page objects from a PDF document. 
The technique was designed to be non-intrusive, whereby the watermark was embedded 
into the PDF document to be used for later comparison. The watermark was designed 
to be fragile, meaning it becomes invalid if an attempt is made to alter the document. 
While this watermarking technique presented by the authors successfully detects 
changes to a PDF document’s format without bloating the file’s size, it does not discuss 
the idea of detecting whether JavaScript has been embedded into the document. 

Research by Usop [4] presented a watermarking technique where the PDF file was 
first converted to an image in the Bitmap (BMP) format, initiating the watermark crea-
tion process. After dividing the image pixels into blocks, these blocks were used in a 
zigzag manner to create watermarks per block. This method of watermarking efficiently 
detects changes to the visual appearance of the document. However, it cannot detect 
alterations that do not affect the document's visual appearance to the reader, such as 
embedding JavaScript code or tampering with the PDF file signature. Another issue is 
that generating these watermarks can take a long time, but the high detection accuracy 
justifies the duration. 

Dikanev et al. [9] generated a semi-fragile watermark to protect and detect any al-
terations made to a PDF document. The authors used Quick Response (QR) codes to 
generate the watermarks. Initially, the page is converted into a raster image, a simple 
pixel map, which is compressed before being used to generate the QR code. This QR 
code is then normalized into a specified range before being embedded into the image 
of the PDF page using an inverse function. When it is time to verify the QR code of the 
PDF document, the inverse of the process described above is performed. This technique 
makes it easy to detect changes to the visual appearance of a PDF document and makes 
it simple to localize where these changes were made. However, should an individual 
decide to alter the metadata or embed JavaScript code into a PDF document, this tech-
nique would be unable to detect such actions. 

Research by Jiang et al. [13] presented a technique for embedding encrypted water-
marks into various objects within the PDF file, such as text, images, and forms, ensur-
ing resilience against multiple types of attacks like text editing, format modification, 
and page extraction. The authors used a tamper detection algorithm to verify the integ-
rity of the content and identify any tampered areas. Their technique was tested on var-
ious PDF files, demonstrating high performance in terms of imperceptibility, capacity, 
robustness, and compatibility compared to existing methods [15].  
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2.2 Hashing 

Hashing is an integrity validation technique that relies on one-way hash functions. 
These functions take an input and produce a string value of what appears to be random 
characters, which are calculated based on the input. 

A hash algorithm was used by Senkyire and Kester [6] as the primary component of 
their method to detect tampering or forgery of a document. The authors used the SHA-
384 algorithm to calculate hashes for the specific input. The SHA-384 algorithm uti-
lizes blocks of size 1024 bits for generating its hashes, which are padded if the data is 
not the correct size. The process for generating the hash is as follows: the data is divided 
into n blocks, and the first block is hashed and fed into the next stage of the process. 
The second block is hashed using the previous block’s hash and contents, which are 
then fed into the following block for hashing. This process repeats until the n-th block. 
The hash produced by the last block is used for comparison purposes [6]. This method 
can be applied to a PDF document by converting its pages to images and following the 
above process.  

Our proposed prototype, presented in Section 3, will use hashing to assess PDFs for 
forgery. The generated hashes can be checked to determine if any changes were made 
to the PDF. 

2.3 PDF Signatures 

PDF signatures (or digital signatures) are methods used to validate the origin of a PDF 
document [8]. They verify the authenticity and integrity of the PDF. For a digital sig-
nature to be generated for a PDF document, incremental saving must be used so that 
the PDF signature can be appended as an object to the document, much like an addition 
or change to the original document. A single document can have multiple signature 
objects, allowing it to be signed by multiple stakeholders and verifying that those sig-
natures are valid. 

The main concept of the paper by Mladenov et al. [8] revolved around exploiting a 
PDF document without invalidating the PDF signature. Consequently, changes can be 
made to the document without the person being able to repudiate it. How this is 
achieved varies but can broadly fall under the following categories: Universal Signature 
Forgery, Incremental Saving Attack, or Signature Wrapping Attack [8]. These catego-
ries broadly aim to make the PDF signature considered valid. Methods used to protect 
against such attacks focus solely on the PDF signature and are therefore difficult to 
expand to apply to the rest of the PDF document. Using a signature may validate the 
origin of the document, but the technique of using file page objects to generate a hash, 
allowing detection of tampering and semi-localizing where it happened, will aid in val-
idating the document’s integrity. 

The concept of shadow attacks on PDF signatures was presented by Mainka et al. 
[10]. The authors looked at PDF attacks that comply with the PDF standard. While most 
attacks on PDF signatures rely on creating malformed incremental updates, shadow 
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attacks use well-formed incremental updates. Three forms of shadow attacks are dis-
cussed: Hide, Replace, and Hide-and-Replace [10]. A Hide attack attempts to conceal 
relevant content behind a visible layer, such as text behind an image. The second attack, 
Replace, uses an incremental update to overwrite the previously declared object. Fi-
nally, a Hide-and-Replace attack relies on sending the document to contain hidden de-
scriptions of another document. Once they receive the signed document, they append 
an Xref table that references this other document. 

2.4 Hiding Malicious Content 

The premise behind hiding malicious content relies on using a dual file [7]. A dual file 
is a file that combines two different file formats into a single entity. Popescu [7] used 
dual file combines a PDF and Tag Image File Format (TIFF) file. TIFF files are gener-
ally used for editing and manipulating high-resolution images. When the victim re-
ceives the document, they see the PDF version and sign it, relying on the fact that PDF 
signatures will not be invalidated when this dual file is converted into the TIFF format. 
Once an attacker converts the file into this format, they can alter the document’s con-
tents, and the document will still have a valid PDF signature. This attack is possible 
because a TIFF header can be placed within the header of a PDF file without causing 
issues.  

Popescu [7] describes what is known as a Dali attack. This attack leverages the con-
cept of a polymorphic file that combines both PDF and TIFF formats. The attacker 
hides malicious content within the TIFF part of the file. When the file is initially 
viewed, only the benign PDF content is visible. However, once the digital signature is 
applied, the file can be manipulated to reveal the hidden malicious content without in-
validating the digital signature. 

The concepts of embedding content in places not checked by watermarking tech-
niques and other hashing techniques show that using hashing on the file page objects 
alone will be insufficient to detect all alterations. This therefore prompts the need for 
new techniques that can be utilized to other unique objects of a PDF document, such as 
the signature, the header, and possibly the cross-reference table itself.  

2.5 Other techniques 

Research work by Guangyong et al. [11] presented a novel approach to protecting and 
tracing the copyright of PDF files using blockchain technology. The authors proposed 
a blockchain-based copyright protection technique that combines blockchain with data 
hiding in PDF files. This scheme involves: (i) a new information hiding algorithm that 
embeds copyright information in PDF files without altering their appearance, (ii) smart 
contracts for access control and on-chain proofs of PDF file ownership [11]. The ex-
perimental evaluation showed that the proposed technique was effective in terms of 
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security and traceability. The data hiding method did not affect the visual quality of the 
PDF, and the blockchain-based system ensures reliable copyright management. 

Research work by Nguinabe et al. [12] introduced a novel approach to detect falsi-
fied PDF documents using graph isomorphism. Their technique involved transforming 
a PDF document into a graph where nodes represent words and edges represent the 
semantic relationships. The goal was to find an isomorphism between the original and 
the altered PDF document graphs. Their technique demonstrated 90% accuracy in de-
tecting falsifications, proving its robustness against insertion, deletion, and modifica-
tion attacks. 

3 Methodology and Prototype design 

This section discusses the prototype’s design and the details of its implementation. An 
initial discussion regarding the PDF structure is provided before delving into the func-
tionality of the prototype components and their interactions. 

3.1 PDF Structure 

A PDF document comprises four main sections [3]: the header, body, cross-reference 
table, and trailer. 

• Header: Specifies the version number of the PDF format that the document con-
forms to. 

• Body: Composed of references to objects that make up the content of the document. 
• Cross-reference table: Contains a list of references to objects in the file to allow 

for random access and reuse of these objects. 
• Trailer: Provides quick access to the cross-reference table and certain special ob-

jects, as PDFs should be read from the end. 

There are two ways to update a PDF document. The first is to have the computer rewrite 
the whole file upon saving and overwriting the old document. The second is to use 
incremental updates, in which case the additions are added to the end of the file after 
the trailer, using additional body, cross-reference, and trailer sections for the update. 

A PDF document is structured as a collection of objects. These objects are organized 
into a hierarchy and are interconnected to form the document. File page objects specif-
ically pertain to the content and structure of individual pages within the PDF document. 
File page objects are important because they encapsulate all the details needed to render 
and interact with a particular page within the PDF document. They are integral to the 
rendering process and are essential for any operations involving manipulation, display, 
or analysis of the document [3] [[5]. File page objects consist of the following compo-
nents: 
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• Content Stream: The content stream is a sequence of instructions describing how 
to display the page. It typically includes instructions for drawing text, images, and 
graphics on the page. We use the content stream in our proposed prototype to gen-
erate a Merke Tree (refer to section 3.2). 

• Resources: These are objects that define the resources available to the page, such as 
fonts, images, and other reusable assets. 

• Media Box: Defines the boundaries of the physical medium on which the page is to 
be printed. 

• Crop Box: Defines the region to which the contents of the page should be clipped. 
• Rotation: Specifies the rotation angle of the page. 
• Annotations: Optional elements that allow for interaction with the user or define 

actions to be taken when the document is opened, or certain events occur. 

3.2 Implementation Details 

Our proposed prototype can be used in two different ways with a PDF document. 
Firstly, to protect a PDF document using our developed technique, the PDF must be 
run through the prototype so that a hash can be generated and inserted into the PDF 
document. Secondly, to assess a PDF document for forgery or tampering, the PDF must 
be run through the prototype, and the detection process will determine if changes have 
been made. 

The prototype was implemented using the Python language. The hashlib and Merkly 
libraries are used to generate the hashes. These two main processes can be run inde-
pendently of each other. To read the file page objects of the PDF, we make use of the 
Portable Document Format Read and Write (PDFRW) library. The PDFRW library 
gives us the ability to read and write PDF files. PDFRW was chosen because it offers 
lower-level access to PDF structures, which can be beneficial for custom manipulation 
tasks. Additionally, for certain operations, PDFRW can be faster due to its low-level 
access, especially when handling large PDFs or complex tasks. Figure 1 outlines the 
general process flow of the prototype. 
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Fig. 1. Prototype Flow 

 
The three main sub-components of the prototype will be discussed in more detail in 

the following sub-sections: in sub-section 3.2.1, we discuss how a PDF document is 
protected against tampering; in sub-section 3.2.2, we discuss how the hashes are gen-
erated for a PDF document; and in sub-section 3.2.3, we discuss how a PDF document 
is assessed for tampering. 

3.2.1 Protect the PDF 
The PDF document must have the calculated hashes to ensure the technique can detect 
and analyze tampering or forgery. The first phase, the “Protect The PDF” sub-compo-
nent from Figure 1, is responsible for this process. 

First, it will read the PDF document into the prototype using the PDFRW library, 
which produces a dictionary-like object for the parts of a PDF document. Once the PDF 
document has been read, we isolate the file page objects to use them for further pro-
cessing. An iterative process of computing all the necessary hashes for a particular file 
page object will begin. For each page, the content stream of the file page object is then 
used to generate a Merkle tree. This is discussed in detail in section 3.2.3. 

Following the calculation of the Merkle tree for the file page object content stream, 
a hash will be computed using the file page object itself. This is handled using the “2. 
Generate Hashes” sub-component showed in Figure 1, which is discussed in section 
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3.2.2. Before the hash can be computed for the file page object, it is first serialized and 
converted into a format that can be encoded into bytes. Serialization is the process of 
converting the file page objects and the root object of the PDF into a format that can be 
easily stored or transmitted, often as a sequence of bytes. Serialization is necessary to 
ensure that these objects are in a consistent and standard format that can be processed 
correctly when generating a hash. Some sub-objects of the file page object are excluded 
during serialization to prevent the calculation of a protected PDF from producing a false 
result, due to not all PDF document editors creating and updating a PDF document 
uniformly. 

After the hash values are calculated, they are stored in an object structured as fol-
lows:  
{‘object': hash value, 'root': hash value, 'leafs': list 
of hash values} 

This object is discussed further in detail in section 3.2.2. The values associated with 
each heading in the object are the values that will be stored within the PDF document. 
This is done by creating three new keys in the relevant file page object and storing the 
relevant value inside its respective key. The keys created within the file page object are: 
‘hashobject’, ‘hashroot’, and ‘hashleafs’. If there are four pages within the PDF docu-
ment, this process will be repeated for all four pages.  

The next step to protect the PDF involves generating a hash value for the root object, 
which is structured as follows: 
{‘root': hash value, 'info': hash value} 

This object will be discussed further in section 3.2.3. The values associated with 
each heading in the object are the values that will be stored within the PDF document 
in the root object. This is done by creating two new keys in the root object and storing 
the relevant value inside its respective key. The keys created within the file page object 
are: ‘hashroot’ and ‘hashinfo’.  

Once the hashes have all been inserted into the relevant file page objects and the root 
object, we use the PDFRW library to save a new PDF document. The new PDF docu-
ment is now the protected PDF document and can be used in the “3. Assessing for 
Forgery” sub-component. Figure 2 shows an example output of the prototype after the 
protecting the PDF phase.  

 
 

Fig. 2. Outcome after successfully protecting a PDF 

3.2.2 Generating the Hashes  
The second phase, the “2. Generate Hashes” sub-component, is used in sub-components 
1 and 3 (refer to Figure 1). It is used to generate the object that was discussed in sub-
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section 3.2.1. This object is used to protect and assess tampering within the PDF docu-
ment. The elements of the object and how they are generated is discussed based on the 
order they appear within the object. For reference, the object looks like as follows: 
 {‘object': hash value, 'root': hash value, 'leafs': list 
of hash values}. 

The 'object' hash value is calculated using the hashlib library's implementation of the 
SHA256 hashing algorithm. It is computed using the file page object after it has been 
serialized and encoded into a byte stream. 

The 'root' and 'leafs' hash values are calculated simultaneously using the Merkly li-
brary's implementation of a Merkle root. This library utilizes the Keccak hashing algo-
rithm. The Keccak hashing algorithm, also known as SHA-3 (Secure Hash Algorithm 
3), is a cryptographic hash function designed to provide high security against various 
types of attacks, including collision, pre-image, and second pre-image attacks [16]. A 
Merkle root is the cumulative hash of all the hashes that comprise a Merkle tree. An 
example is seen in Figure 3. The 'root' hash value that we store within the PDF is the 
Merkle root of the Merkle tree is created using the content stream within the file page 
object. 

 
Fig. 3. Structure of the Merkle Tree 

The content stream is divided into groups of 256 bytes, which are then used as the 
leaves within the Merkle tree. The 'leafs' hash values in the object are the previously 
calculated hash values of these groups. These values are stored within the PDF to lo-
calize where a change has been made within the file page object. If a change is made to 
the content of the file page object, the change can be localized to the nearest 256-byte 
group of the content stream.  
 

Once all three groups of hash values have been calculated, they are returned to the 
sub-component that called the second phase, the “2. Generate Hashes” sub-component. 
This could be phase 1 or phase 3. 
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After the previously mentioned hash values have been stored in the PDF, the calcu-

lation of the hash values for the root and metadata will be done. This is done second to 
the hash values for the file page objects because those hashes are included when calcu-
lating the root hash value. The hash object that will be produced is: 
{‘root': hash value, 'info': hash value}.  

The root hash value is calculated by serializing the sub-objects of the Root and cal-
culating the hash with the produced value using the SHA256 algorithm. The info hash 
value is calculated by serializing the metadata of a PDF document and again using the 
SHA256 algorithm. The hash object is returned so the values can be stored in the root 
object or used for comparison. Figure 4 shows the output of the generated hashes. 
 

Fig. 4. Output of Generated Hashes 
The following sub-section discusses the process of assessing a PDF for tampering or 
forgery. 

3.2.3 Assessing for PDF forgery 
The second primary function that the prototype can accomplish is the assessment of 
tampering within a PDF document. For phase 3, “3. Assessing for Forgery”, to success-
fully detect tampering, it requires that phase 1 be run on the PDF document before the 
suspected tampering was done. 

To perform the assessment, the prototype will read the PDF using the PDFRW li-
brary and extract the file page and root objects. It will then extract the hash values stored 
in the root object associated with the following keys: ‘hashroot’ and ‘hashinfo’. Fol-
lowing this, it will extract all the groups of hashes for each file page object in the PDF 
document from the relevant keys. The keys that will be extracted are: ‘hashobject’, 
‘hashroot’, and ‘hashleafs’. 
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After extracting the hash values from the root object and the file page objects, the 

keys will be removed from the respective objects before calculating the hash value for 
the relevant object. The calculated hash values will be compared to the previously ex-
tracted hash values to determine if the file has been tampered with. 

A relevant message indicating the presence or absence of tampering will be dis-
played. Should tampering be detected in the PDF document, specifically within the root 
object, or the metadata of the PDF document, a message indicating this will be dis-
played. If tampering has been detected, the page number where the changes were made 
and in which group of the byte stream the changes will be displayed. Figure 5 shows 
the output of the assessment for forgery.  

Fig. 5. Output when assessing for forgery 
 

4 Experimentation and Results 

This section focuses on evaluating the prototype’s effectiveness, which is crucial for 
determining its practicality and validity. It outlines the structure, starting with an ex-
planation of changes made to PDFs for testing purposes, covering alterations to text, 
images, and metadata. 

4.1 Results 

The tests include scenarios such as text addition, alteration, and removal, image inser-
tion, and manipulation, as well as metadata changes [14]. Each type of alteration is 
tested individually and then combined in a comprehensive test file. This thorough eval-
uation aims to assess the prototype’s ability to detect various alterations accurately. 

Tables 1 to 4 below tabulate the results of all the tests conducted using the prototype. 
All PDF documents used in the test cases described below were first protected by the 
prototype, and then the alterations were made. The only exception to this protection is 
the first test, which explicitly tests for the absence of the hashes. The PDF documents 
were created using Microsoft Word and Adobe Acrobat. PDF names with an asterisk 
(*) at the beginning denote that the PDF was created with Microsoft Word; those with-
out were created with Adobe Acrobat. All changes to the text, images, and metadata 
within a PDF were done using Adobe Acrobat. The file page objects will change de-
pending on the changes made to the text and images within a PDF document. 
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Table 1. Experimentation Results: Not Protected 
 

Test Name PDF Name Test Description 
No Hashes 

 
NoHash hash.pdf This test assesses the ability of the 

prototype to detect the absence of 
hashes in a PDF. 

 
Result 

 
 
 

Table 1 shows that the prototype can detect when a PDF does not have the hashes 
stored within the file. It also indicates that it cannot assess such a file because no hashes 
are stored. 

Table 2. Experimentation Results: Text Alteration 
 

Test Name PDF Name Test Description 
Single 
addition 

* TextSA hash.pdf This test sees the addition of a singu-
lar line of text on the 2nd page of the 
PDF document. 

 
 
Result 

 
Multiple 
addition 

* TextMA hash.pdf This test sees the addition of multiple 
singular lines of text on the 2nd page 
of the PDF document. 

 
Table 2 shows that the prototype can detect when the text in a PDF has been altered. 

Be this an addition, update, deletion, or a combination of all of the above. The messages 
displayed indicate which page or pages the text has been altered on and which parts of 
the content stream have been altered. 
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Table 3. Experimentation Results: Image Alteration 
 

Test Name PDF Name Test Description 
Single 
addition 

ImageSA hash.pdf This test sees the addition of a singu-
lar image on the 2nd page of the PDF 
document. 

 
 
Result 

 
Multiple 
addition 

ImageMA hash.pdf This test sees the addition of multiple 
images on the 2nd and 3rd page of the 
PDF document. 

 
 
 
Result 

 
 
 

Table 3 shows results when the prototype successfully detects when an image or 
images in a PDF have been altered, whether it is an addition, update, deletion, or a 
combination of all of the above. The messages displayed indicate which page or pages 
the text has been altered on and which parts of the content stream have been altered. 

 
Table 4. Experimentation Results: Metadata Alteration 
 

Test Name PDF Name Test Description 
Single 
Update 

* MetaSU hash.pdf This test sees the addition of a sin-
gular metadata element in a PDF 
document. 

 
Result 
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Multiple 
Update 

* MetaMU hash.pdf This test sees the update of multiple 
metadata elements in the PDF doc-
ument. 

 
Result 

 
 
 

Table 4 shows that the prototype can detect tampering with the metadata of a PDF 
document. The message displayed indicates that the metadata has been tampered with. 

4.2 Evaluation 

This section provides a critical evaluation of the prototype and its ability to detect tam-
pering within a PDF document. First, we discuss the general ability of the prototype. 
Then we discuss the validity of the prototype’s results and its limitations. 

4.2.1 General Analysis of the Prototype.  
The prototype successfully detected changes in the three main categories we tested: 
changes to text, changes to images, and changes to metadata. These changes were all 
made using Adobe Acrobat. This means that we can only confirm that the prototype 
successfully detects changes when they are made using Adobe Acrobat. Different PDF 
editors produce PDF files with different layouts of underlying objects. However, the 
prototype should be able to detect the aforementioned changes regardless of the PDF 
editor, because the protected PDF documents are produced using the PDFRW library. 

As seen in Section 3, in Tables 1 to 4, the output results describe on which page the 
change was detected or, in the case of metadata, that a change in the metadata object 
has been made. Further expansion on the indication of which page the change is on also 
indicates which parts of the content stream have been altered. 

One thing to note is how the PDFRW library writes a PDF and the order of the ob-
jects in the PDF document differ from other PDF editors. For this reason, the file page 
objects, and the root object must be serialized before they can be used to produce a 
hash. In the current iteration of the prototype, specific sub-elements are selected and 
serialized for use in creating the hash for the object. It is worth noting that our proposed 
method works in instances when the PDF is protected (refer to Section 3.2). If it is not 
protected, then it would not be possible to detect where alterations were made. 
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4.2.2 Evaluation of Prototype Validity.  
Since the objects must be serialized before they are used for the generation of the hash, 
any addition or alteration that does not affect the selected elements will not be detected 
by the prototype. Because all PDF editors save the PDF with a different underlying 
structure, we cannot serialize the entire object as-is because the order of these objects 
will impact the produced hash. This same issue with adding custom elements to a PDF 
can be applied to the PDF metadata, where one can add their custom metadata elements. 
The issue with not being able to consistently create a hash using the object is a complex 
task that requires extensive research into the most consistent way to convert it into a 
uniform input for the hash function. 

When protecting the PDF document, a new file, a replica of the original that includes 
the hashes embedded into the file page objects, is created. This in itself is a form of 
tampering with the PDF document. There is no feasible way to insert the hashes into 
the original file without tampering. For the sake of later assessment by a document 
tampering specialist, making a copy of the original file was chosen as the route. This 
technique of protecting the PDF relies on the fact that only the protected PDF will be 
the one tampered with by a malicious individual. 

We rely on the content stream for the majority of the detection of changes to the 
content of a particular PDF document. This will only detect a change to the physical 
text or the visible image to the user. If you were to change the font for a particular line 
or the entire document, then the prototype would not be able to detect this. This stems 
from the issue mentioned in the previous paragraph, where not all file page object ele-
ments can be used to generate the object’s hash. While the content stream is part of the 
elements that make up a file page object, the current prototype uses its parent element 
when creating the hash for that particular file page object. 

The prototype succeeds at detecting tampering with a PDF document. However, this 
is limited to text, images, and some types of alterations to metadata and file page ob-
jects. There are still many ways to modify the PDF document that the prototype would 
not detect, such as adding JavaScript to the PDF document. 
 

5 Summary and Conclusion 

The paper presented a technique to detect tampering or forgery in PDF documents using 
file page objects. The development of a prototype for this purpose is highlighted as a 
significant contribution. The developed prototype successfully utilized these file page 
objects to detect tampering within a PDF document. The file page objects were em-
ployed to generate hashes, which can be used to detect and analyze the presence of 
tampering within a PDF document. 

Future research suggestions include generalizing the prototype to accommodate var-
ious PDF structures, investigating additional types of changes such as JavaScript addi-
tions and signature alterations, and considering the protection of scanned PDF 
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documents. These potential avenues aim to enhance the effectiveness and scope of tam-
pering detection within PDF files.  
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Abstract. Recent social media posts on the cholera outbreak in Hammanskraal 
have highlighted the diverse range of emotions people experienced in response 
to such an event. The extent of people's opinions varies greatly depending on 
their level of knowledge and information about the disease. The documented re-
search about Cholera lacks investigations into the classification of emotions. This 
study aims to analyze the emotions conveyed in social media posts regarding 
Cholera. A dataset of 23,000 posts was extracted and pre-processed. The VADER 
sentiment analyzer library was applied to determine the emotional significance 
of each text. Additionally, Machine Learning (ML) models were applied for emo-
tion classification, including Long short-term memory (LSTM), Logistic regres-
sion, Decision trees, and the Bidirectional Encoder Representations from Tran-
formers (BERT) model. The results of this study demonstrated that LSTM 
achieved the highest accuracy of 76%. Emotion classification presents a promis-
ing tool for gaining a deeper understanding of the impact of Cholera on society. 
The findings of this study might contribute to the development of effective inter-
ventions in public health strategies. 

Keywords: Cholera, machine learning, emotion classification, natural language 
processing. 

1 Introduction 

Cholera is a waterborne infectious disease that causes severe diarrhoea and vomiting in 
humans [1, 2]. It remains a persistent menace in many parts of Africa and Asia. Cholera 
is transmitted by drinking water or eating  food contaminated by bacteria [3]. According 
to the WHO, the disease causes 1.3 to 4 million cases and 21,000 to 143,000 deaths 
worldwide yearly, mostly in underdeveloped nations, including India (2007), Iraq 
(2008), Congo (2008), and Zimbabwe (2008-2009) [1, 2, 4]. One major concern re-
garding Cholera is its potential to cause large-scale outbreaks that spread rapidly [5, 6]. 
It has been a source of concern for public health practitioners as outbreaks can over-
whelm healthcare systems and strain available resources [7]. The recent cholera out-
break in Hammanskraal, South Africa, has underlined the importance of studying how 
the general public perceives and responds to the disease. According to the Department 
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of Health, the outbreak started in May 2023, hospitalized 95 people and had a death toll 
of 31 as of 8 June 2023 [4, 8, 9]. While most research has focused on discovering treat-
ments and vaccinations for the disease, there is growing interest in studying public 
views and emotions surrounding Cholera, which is the focus of this study [10, 11]. This 
study compared the results of ML-based NLP techniques to analyze public sentiment, 
specifically the expressed emotions in X (previously Twitter) data on Cholera.  

The rest of the paper is organized as follows: Section 2 provides a summary of the 
relevant literature. Section 3 covers materials and methods, Section 4 outlines the re-
sults and analysis, and Section 5 draws conclusions. 

2 Literature Review 

Public opinion mining, or sentiment analysis, extracts and analyses subjective infor-
mation from various sources to understand and evaluate public sentiment, attitudes, and 
opinions towards a particular topic, product, service, or event [12, 13]. It involves the 
use of natural language processing (NLP) and Machine Learning (ML) techniques to 
analyze large volumes of textual data, such as social media posts, online reviews, news 
articles, and customer feedback [14]. Public opinion mining aims to understand people's 
perceptions and feelings about a specific topic, whilst Sentiment analysis specifically 
has been used to analyze and classify the sentiment expressed in texts, allowing organ-
izations, businesses, and governments to understand public perception, monitor brand 
reputation, assess customer satisfaction, predict trends, and make data-driven decisions 
[15]. 

Public opinion mining on social media has become increasingly important in today's 
digital age. Social media platforms have transformed the way people communicate and 
express their opinions and experiences [16, 17] and organizations use this source of 
user-generated content to extract insights about public sentiments, attitudes, and opin-
ions, often in real-time [18, 19]. These insights are invaluable for making data-driven 
decisions, refining marketing strategies, staying competitive in the market and even 
providing input to policymakers and government entities [20–23]. Public opinion min-
ing on social media has implications beyond marketing and business. These insights 
can guide decision-making processes, help shape policies that align with public expec-
tations, and contribute to better governance [24, 25]. 

Several studies have conducted sentiment analysis on COVID-19 and other disease 
datasets. Jatla and Avula [26] used a Hybrid Deep Sentiment Analysis (HDSA) model 
to analyze the sentiments in COVID-19-related tweets. The model was trained on a 
dataset of COVID-19 tweets, achieving a classification accuracy of 94%. Hossain et al. 
[27]  developed a DL-based technique for analyzing COVID-19 tweets, using Bidirec-
tional Gated Recurrent Unit (BiGRU). The model was trained on an improved dataset, 
and it achieved an accuracy of 87%. Singh et al.  [28] conducted a study COVID-19 
Twitter data using sentiment analysis and ML techniques to help predict outbreaks and 
epidemics. The paper discusses various ML techniques such as ME, DT, Support Vec-
tor Machine (SVM), and Naive Bayes for sentiment analysis. The article, however, does 
not provide any empirical evidence or case studies to support the effectiveness of the 
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proposed approach. Kaur et al. [29] proposed a sentiment analysis DL algorithm for 
classifying tweets into positive, negative, and neutral sentiment scores using the Hybrid 
Heterogeneous Support Vector Machine (H-SVM) method. 

Ronchieri et al. [30] employed Natural Language Processing (NLP), sentiment anal-
ysis, and topic modelling techniques to analyze a dataset comprising 369,472 tweets. 
The findings revealed prevalent emotions such as fear, trust, and disgust, while promi-
nent discussions centered around topics like malaria, influenza, and tuberculosis. The 
analytical methods applied included the Latent Dirichlet Allocation (LDA) model and 
TF-IDF vectorization.  

Han & Thakur [31] performed sentiment analysis using a methodology that involved 
analysing 12,028 tweets focusing on the Omicron variant. The results indicated that 
50.5% of the tweets conveyed a neutral sentiment, and the predominant language used 
was English, accounting for 65.9%. Oladipo et al. [32] presented a study wherein sen-
timent analysis was conducted using the NRC lexicon approach. The results revealed 
an overall positive sentiment towards the lockdown exercise, based on an analysis of 
22,249 tweets sourced from national stakeholders and the general public. Shaalan et al. 
[33]  presented a sentiment analysis study focused on evaluating sentiments expressed 
in Arabic tweets related to COVID-19. The study employed various models, starting 
with data acquisition followed by text pre-processing. Term Frequency Inverse Docu-
ment Frequency (TF-IDF) was utilized to generate feature vectors. Multiple classifiers, 
including Naïve Bayes, Support Vector Machine, Logic Regression, Random Forest, 
and K-Nearest Neighbour, were compared through experiments. Performance evalua-
tion was conducted using metrics such as Precision, Accuracy, Recall, and F1 Score. 
The most effective model achieved an accuracy of approximately 84%. 

As is indicated in the summary of related work above, the use of NLP and ML for 
opinion mining to detect emotions in X (previously Twitter) data is a well-recognized 
technique, and this study adopted this approach to detect emotions regarding the Chol-
era outbreak in South Africa. 

3 Materials and Methods 

Figure 1 illustrates the research methodology framework, encompassing dataset man-
agement and the implementation of ML algorithms. Dataset management consists of 
dataset collection, pre-processing, and balancing. These stages are fundamental in en-
suring the quality, consistency, and unbiased representation of the data. The application 
of ML algorithms presents the specific algorithms employed: Bidirectional Encoder 
Representations from Transformers (BERT), Long Short-Term Memory (LSTM), Lo-
gistic Regression, and Decision Tree. 
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Fig. 1. Research Methodology Overview 

 Dataset Collection: The Twitter API was used to extract tweets using #Ham-
manskraal # CholeraOutbreak, #water, #Cholera hashtags during a specific 
time range using the Tweepy library. The information extracted from each re-
turned tweet included the tweet ID, text, and creation date. Between April 
2023 and July 2023, a total of 23000 tweets were collected. The script included 
monitoring statements to print the current date and the total number of col-
lected tweets. After completing the scraping, a Pandas DataFrame was gener-
ated from the list of tweets, which was then saved to a CSV file. 

 Dataset Pre-processing: The collected dataset underwent preprocessing for 
emotion analysis, starting with training a tokenizer on the entire dataset to 
learn vocabulary and word-to-index mappings. This trained tokenizer was then 
used to convert both the training and test data into sequences of numerical 
indices, representing the words. Padding sequences ensured uniform lengths 
for input consistency in neural network models. Additionally, labels for both 
sets were transformed into dummy variables using one-hot encoding. The da-
taset was further cleaned by removing duplication, extending contractions, 
eliminating stopwords, stripping numeric values and punctuation, removing 
extra spaces, and deleting greetings and other unnecessary words. 

 Emotion Labelling: The pysentimiento library was used to analyze emotion 
within tweets. Utilizing Ekman's basic wheel of emotions, the objective was 
to discern six specific emotions within a corpus of tweets. The emotion with 
the highest probability was extracted from the predicted emotions, excluding 
the "others" category, and appended to the predicted emotions list. Throughout 
the iteration, the output was cleared and the current number of predicted emo-
tions was printed to monitor the progress. Once all tweets were analyzed, the 
predicted emotions the results were saved as a CSV file. Algorithm 1 illus-
trates the emotion labelling algorithm. 
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Algorithm 1 LABELING STEPS 

Start:     
    # Iterate through each row of the DataFrame 
    for each row in emo_analysis_data1: 
        # Predict emotion using the emotion analyzer on the 'Text' column 
        output = emotion_analyzer.predict(row['Text']) 
         
        # Extract the emotion with the highest probability, excluding 
"others" 
        emotion = [emotion for emotion in output.probas.keys() if emotion 
!= "others"] 
        highest_emotion = max(emotion, key=lambda emotion: output.pro-
bas[emotion]) 
         
        # Append the highest emotion to the predicted_emotions list 
        predicted_emotions.append(highest_emotion) 
     
    # End emotion analysis process 
    End: 
     
    # Add the predicted_emotions list as a new column called 'Emotion' to 
the DataFrame 
    emo_analysis_data1['Emotion'] = predicted_emotions 
Disgust, Joy, Fear, Sadness, Anger, and Surprise were the types of emo-
tions detected in our dataset. As shown in Figure 4, Disgust was the most 
prevalent emotion with 38.8% of all emotions available, while Surprise was 
the least expressed emotion with 1.8%. 

 
Dataset Balancing: The data was balanced for emotion analysis using a 

two-step approach. Initially, the dataset was split into training and test sets, 
followed by identifying both majority and minority classes within the training 
set based on the target variable. The minority class then underwent an over-
sampling process to address class imbalance, achieved by generating addi-
tional instances of the minority class. This balanced representation helped pre-
vent bias towards the majority class and enhanced the machine learning mod-
el's predictive accuracy. The oversampling was implemented using the 
resample() function from the sci-kit-learn library, duplicating instances from 
the minority class until its size matched that of the majority class. Subse-
quently, the upsampled minority class was merged with the original majority 
class, resulting in a more balanced training dataset. Finally, the effectiveness 
of the oversampling technique was confirmed by analyzing the new distribu-
tion of class counts. 
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Fig. 2. Training and Validation Accuracy  

Figures 2 A & B provide a line plot using the Matplotlib library to visualize the 
training and validation accuracy across various epochs during the training of a machine 
learning model. The x-axis denotes the epochs, which represent the iterations of the 
training process. On the y-axis, the accuracy values are depicted. The training accuracy 
is depicted in blue, while the validation accuracy is shown in red. The legend helps 
distinguish between the two lines, specifying which corresponds to the training accu-
racy and which to the validation accuracy. 

The categorical_crossentropy loss function was chosen to evaluate the disparity be-
tween predicted and actual labels, while the Adam optimizer was employed to refine 
the model's parameters during training, with the objective of minimizing loss and im-
proving prediction accuracy. The training procedure for the emotion analysis model 
included the instantiation of a History object to track training progress, along with the 
definition of a batch_size variable to determine mini-batch size. A "class_weights" dic-
tionary was also established to address class imbalance, assigning weights to emotion 
classes and prioritizing the minority class during training. Finally, the model was 
trained using the "fit()" function, incorporating the defined batch size and class weights. 

The performance of the emotion analysis model was evaluated through several meth-
ods. Initially, predictions for the test set labels were generated using the model's "pre-
dict()" function, and these predictions were structured into a dataframe for analysis. A 
confusion matrix was then created to evaluate the model's classification accuracy, 
providing details on true positives, true negatives, false positives, and false negatives. 
Furthermore, a classification report was generated to present precision, recall, F1-score, 
and support values for each emotion class, offering a comprehensive assessment of the 
model's performance. These evaluation techniques provided valuable insights into the 
model's strengths and areas for improvement in accurately classifying emotion labels. 

3.1 Machine Learning Algorithms 

This study analyzed four DL models: LSTM, Logistic Regression, Decision Tree, and 
BERT. A brief description of the four algorithms follows. 

1. Long Short-Term Memory (LSTM): LSTMs address the vanishing gra-
dient problem in traditional RNNs by introducing gating mechanisms. 
These mechanisms allow LSTMs to selectively retain and forget infor-
mation over long periods [34]. As a result, LSTMs are better at capturing 
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long-term dependencies, which is essential for many NLP tasks, such as 
language modelling and machine translation [35]. The LSTM (Long Short-
Term Memory) model architecture used in this study consists of three 
LSTM layers and two fully connected layers. Each LSTM layer is config-
ured with an embedding layer having a dimension of 64, an input length of 
29, and a vocabulary size of 100,000. 

2. Bi-directional Encoder Representations from Transformers (BERT): 
BERT is a pre-trained transformer-based language model that captures bi-
directional context from text. It is trained on massive text data and learns to 
generate deep contextualized word embeddings [36]. These contextualized 
embeddings have been proven to be highly effective in various downstream 
NLP tasks. BERT has achieved remarkable results in tasks like question-
answering, natural language inference, and named entity recognition [37]. 
The key idea behind BERT is bi-directionality, which allows the model to 
consider the entire context of a word by looking both to the left and right 
of it. Unlike traditional language models that process text in a unidirectional 
manner, BERT is pre-trained using a masked language modelling objective 
[38]. 

3. Logistic Regression (LR): The Logistic Regression model is a simple yet 
powerful linear model that is widely used in binary classification tasks [39]. 
It is a probabilistic model that predicts the probability of an instance be-
longing to a specific class [40]. Logistic Regression can efficiently handle 
feature interactions and provide interpretable results, making it a popular 
choice for emotion analysis. 

4. Decision Tree: Decision Trees are a non-parametric supervised learning 
method that learns a hierarchical structure of if-else rules to make predic-
tions [41]. Decision Trees can handle both categorical and numerical fea-
tures and capture complex feature interactions. They can also provide in-
terpretable rules, making them suitable for emotion analysis tasks where it 
is important to understand the reasoning behind the predictions [42, 43]. 

 

3.2 Experimental Setup and Performance Metrics 

Various experiments were conducted to assess the effectiveness of the four models de-
veloped in this study. The models were implemented using the Keras library and Py-
thon. The cleaned dataset comprised 19,077 tweets, which were split into 80% for train-
ing (15,262 instances) and 20% for testing (3,815 instances). The models were trained 
on the training set and evaluated on the testing set. 
 

Table 2 training parameters used for each model 
 

Model Training Parameters 
LSTM embed_dim = 128 

lstm_out = 192 
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max_fatures = 100000 
dropout=0.4 
Dense(2,activation='softmax')) 
batch_size = 128 

Logistic Regression cv=5  
Number of iteraations = 1000 

Decision Trees criterion='gini' 
splitter=’best’  
min_samples_split=2, min_samples_leaf=1,  
Dropout rate = 0.5 

BERT Batch_size = 64 
Epochs = 5 
Dropout rate = 0.2 
Number of dense layers = 32 

 
Table 2 overviews the training parameters used for various machine learning models, 

including LSTM, Logistic Regression, Decision Trees, and BERT. Specific parameters 
such as embedding dimension, LSTM output dimension, maximum features, dropout 
rate, batch size, cross-validation folds, number of iterations, criterion for decision trees, 
and batch size for BERT are specified for each model. These parameters are crucial in 
determining the model's performance and effectiveness in learning from the training 
data and making predictions. 

The assessment of the model performance was achieved through the utilization of 
performance evaluation metrics. Numerous metrics have been introduced in docu-
mented research, each focusing on specific facets of algorithmic performance. Hence, 
for every machine learning problem, a suitable set of metrics is essential for accurate 
performance evaluation. In this study, we employ several standard metrics commonly 
used for classification problems to derive valuable insights into algorithm performance 
and facilitate a comparative analysis. This study adopted four performance metrics: ac-
curacy, precision, recall, and F1 score. The metrics can be calculated using equations 
(1) - (4). 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(1) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
(2) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒

= 2 ∗ 
𝑃𝑟𝑒𝑐𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
(3) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
(4) 
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4 Results and Analysis 

Experiments were conducted to assess the effectiveness of LSTM, DT, LR and 
BERT. Additionally, a comparative analysis is provided to highlight the relative per-
formance of these four models. 

Figure 3 and Figure 4 depict the resulting distribution of emotions based on Ekman's 
Basic Wheel in the X cholera datasets. Notably, 691 instances conveyed 'anger,' reflect-
ing discontent, possibly because the authorities handled the Cholera crisis. A substantial 
number of tweets, totalling 5822, expressed 'disgust' towards the unfolding cholera out-
break. 'Fear' was evident in 3172 tweets, signifying anxiety about the impact of the 
Cholera outbreak. On the positive spectrum, 4192 tweets suggested potential optimistic 
developments or an improving situation. The emotion of 'sadness' emerged in 853 
tweets reflecting the adverse effects of the cholera outbreak on individuals. Lastly, 270 
tweets conveyed 'surprise,' at the occurrence of a cholera outbreak in the modern age. 

4.1 Performance Analysis 

Table 1 illustrates that LSTM achieved a classification accuracy of 76%, indicating its 
ability to correctly predict class labels for a substantial portion of the dataset. Addition-
ally, LSTM exhibited a precision, recall, and F1-score of 75%, 81%, and 78%, respec-
tively, highlighting its high overall accuracy and balance between precision and recall. 
The precision of 75% suggests that 75% of instances predicted as positive were true 
positives, while the recall of 81% indicates successful capture of actual positive in-
stances. The F1-score of 78% further confirms LSTM's robust performance by consid-
ering false positives and false negatives, showcasing its effectiveness in classification 
with minimal errors.  

Results indicate that LR produced a classification accuracy of 60%. LR correctly 
classified 60% of the emotions in the dataset. The precision of 59% signifies that, 
among the instances predicted as positive, 59% were indeed true positives. On the other 
hand, the recall of 86% suggests that LR successfully captured a substantial proportion 
of actual positive instances. The F1-score of 70%, the harmonic mean of precision and 
recall, provides a balanced assessment by considering false positives and false nega-
tives. While LR demonstrated high recall, indicating its ability to identify positive in-
stances, the precision was relatively lower, implying a higher rate of false positives. 
This underlines LR's potential for improving the trade-off between precision and recall. 
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Fig. 3. Wheel of emotions expressed from the dataset 

 
Fig. 4. Visualization of the number of emotions 

The results show that the Decision Tree (DT) produced a classification accuracy of 
56%. Examining precision, recall, and F1-score offers deeper insights into the model's 
performance beyond accuracy. The precision of 59% indicates that among instances 
predicted as positive by DT, 59% were true positives. Simultaneously, the recall of 86% 
suggests that DT effectively captured a substantial proportion of actual positive in-
stances. The F1-score, which combines precision and recall, stands at 70%, offering a 
balanced evaluation. Notably, the performance metrics for DT closely resemble those 
of Logistic Regression, indicating a comparable ability to identify positive instances. 
However, similar to LR, the precision-recall trade-off should be considered for poten-
tial refinements in DT's performance. 
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BERT achieved a classification accuracy of 66%, showcasing its fundamental capa-
bility in predicting class labels. However, a more comprehensive assessment includes 
precision, recall, and F1-score. With a precision of 65%, BERT accurately identified 
65% of positive instances among those predicted as positive. Furthermore, its recall of 
68% indicates effective capture of actual positive instances. The balanced F1-score of 
67% consolidates BERT's performance evaluation. These results underline BERT's ef-
fectiveness in emotion classification while suggesting avenues for further analysis, such 
as exploring biases and performance variations across different emotion classes. 

Table 1. Results for class 0 – majority class 

 
Model Accuracy Precision (%) Recall (%) F1-score (%) 
LSTM 76 75 81 78 

LR 60 59 86 70 

DT 56 59 86 70 

BERT 66 65 68 67 

Table 2. Results for class 1 – minority class 

Model Accuracy Precision (%) Recall (%) F1-score (%) 
LSTM 76 74 66 70 

LR 60 60 26 36 

DT 56 60 26 36 

BERT 66 66 63 65 

Despite limitations, the study's findings offer insights into public sentiments and 
emotions related to cholera outbreaks as expressed on social media platforms.  

4.2 Comparative Performance Analysis 

Among the four models evaluated, LSTM had the highest accuracy and better precision, 
recall, and F1-score performance for both classes. Logistic Regression and Decision 
Tree models show similar results with the lowest accuracy and weaker performance in 
predicting the minority class (class 1). BERT offers a middle ground with moderate 
accuracy and relatively balanced precision, recall, and F1-scores. LSTM has the highest 
overall accuracy of 75%, and performs relatively well in terms of precision, recall, and 
F1-score for both classes. 

The models have varying precision and recall values for different classes, which 
provide insights into their performance on each class. LSTM has balanced precision 
and recall values for both classes, indicating that it predicts both negative (class 0) and 
positive (class 1) instances well. Logistic Regression and Decision Tree have relatively 
high recall for class 0 but lower recall for class 1. This suggests they are better at iden-
tifying negative instances (class 0) than positive ones (class 1). The precision for class 
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1 is notably lower, implying that when they predict class 1, they tend to have a higher 
rate of false positives. BERT shows balanced precision and recall values for both clas-
ses, similar to the LSTM model. This indicates that it performs reasonably well in iden-
tifying both negative and positive instances. 

The evaluation metrics for the Logistic Regression and Decision Tree models are 
identical, suggesting comparable performance between the two. Nonetheless, these 
models exhibit lower accuracy (0.60) in contrast to the LSTM model. On the other 
hand, the BERT model showcases a respectable accuracy score of 0.66. Notably, BERT 
also demonstrates balanced precision, recall, and F1-scores for both classes. Consider-
ing these factors, the chosen approach is to proceed with the LSTM model due to its 
higher accuracy and performance across various evaluation criteria. The emotion anal-
ysis conducted on the cholera X dataset through machine learning models has yielded 
findings regarding the emotional responses of individuals to the Hammanskraal cholera 
outbreak. The Long short-term memory (LSTM) model emerges as a standout per-
former, demonstrating a commendable ability to balance precision and recall for both 
negative and positive emotions. This suggests that LSTM effectively captures the nu-
ances of emotion expressed in tweets related to the cholera situation, establishing it as 
a robust model for emotion classifications in this context. On the other hand, logistic 
regression and decision tree models face challenges, particularly in effectively predict-
ing positive emotions. The lower F1-scores for class 1 (positive emotion) indicate that 
these models may struggle to capture the optimistic or supportive emotions related to 
the cholera outbreak. Further exploration and feature refinement might be necessary to 
enhance the performance of these models. In contrast, the Bidirectional Encoder Rep-
resentations from Transformers (BERT) model exhibits a balanced performance with 
equally high F1-scores for both negative and positive emotions. This balanced perfor-
mance underscores BERT's comprehensive understanding of the diverse emotions ex-
pressed in tweets related to the cholera outbreak. BERT's ability to capture the com-
plexity and variability of emotion positions it as a suitable model for studying emotions 
in this domain. 
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Fig. 5. Model performance based on accuracy 

5 Conclusion 

The emotion classification of social media text data connected to disease outbreaks 
contributes to a better understanding of people in such situations. Our study classified 
cholera tweets based on their emotional content. We extracted over 23000 tweets from 
X across several languages. The dataset was pre-processed before being labelled with 
NLTK's sentiment analyzer and separated into 80% training and 20% test data. Six (6) 
emotions as suggested by  [44] were identified in our classification. Moreover, ML and 
DL models were developed for emotion categorization, using LSTM, LR, DT, and 
BERT. The models were trained on the cholera dataset were LSTM, LR, DT, and BERT 
produced a classification accuracy of 76%, 60%, 56%, and 66% respectively. 

Using Ekman’s basic emotions, the finding of the study reveals disgust as the dom-
inant emotion expressed, accounting for a significant emotion observed in the dataset. 
Various factors can influence this emotion distribution, such as: (i) Public Perception: 
Cholera, which is one of the hashtags used to scrape tweets, is a serious and potentially 
life-threatening disease. Negative emotions may arise from fear, concern, or negative 
experiences related to Cholera and its impact on individuals, communities, or public 
health. (ii) Outbreak Context: The occurrence of a cholera outbreak can amplify nega-
tive emotions. During an outbreak, there may be heightened public attention, media 
coverage, and discussions focused on the negative aspects, such as the spread of the 
disease, its impact on affected areas, and the challenges in controlling and managing 
the outbreak. (iii) Emotional Impact: Diseases like Cholera can evoke strong emotional 
responses, particularly when they affect vulnerable populations or regions with limited 
healthcare infrastructure. Negative emotions may arise from empathy towards affected 
individuals, frustration with handling the outbreak, or anger towards perceived negli-
gence or inadequate response measures. Considering these factors and interpreting the 
emotional results in the context of the specific dataset and analysis methodology used 
is important. 

This provides a mechanism to gain insight into public perception and could be used 
for real-time monitoring of public emotion during events such as Cholera outbreaks. 
Future research could explore integrating different data modalities, such as images, vid-
eos, and user engagement metrics, with text-based emotion analysis. 

Disclosure of Interests. The authors have no competing interests to declare that are relevant to 
the content of this article. 
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Abstract. The COVID-19 pandemic has increased children's reliance on the In-
ternet, exposing them to online risks, safety issues, mental health impacts, and 
educational inequities, and made it more difficult for parents to keep an eye on 
their children’s online activities. Most parents are unaware of online risks, despite 
advice against strangers, sharing sensitive information, and monitoring social cir-
cles, but often overlook the importance of ensuring a safe online experience. This 
paper presents deep learning models that can be used to educate parents on online 
child protection. In this paper, a systematic literature review was used to explore 
deep learning models for detecting child online threats to inform online parents. 
Convolutional Neural Networks (CNN) and Long Short-Term Memory (LSTM) 
were identified as appropriate deep learning models in this study and will in the 
future be used as a reference point to develop a deep learning model that can 
educate parents on protecting their children online. This study will have a signif-
icant impact on the field of cyber security since it is envisaged that the new ways 
of analyzing threats and proposing solutions to equip parents to protect children 
online proposed in this paper will enable parents to monitor their children's ex-
posure and take necessary precautions in relation to trending threats. The model 
can also enable tracking of children's online interactions, identifying patterns, 
detecting risks, and understanding changes in online threats like cyberbullying. 
It is also superior for speech synthesis, question answering, and language model-
ling, among others, thus, parents can ask questions. 

Keywords: Deep Learning Model, Educate Parents, Online Child Protection. 

1 Introduction 

One in three children under 18 Internet users are unsupervised [1], while 79% of 15–
24-year-olds use the Internet globally, a 14% increase from the general population [2]. 
Many machine learning techniques are being developed for tackling risk against chil-
dren online, such as filtering content, controls by parents [1], flag harmful behaviour 
[3] and detection of child sexual exploitation. Such systems limit communication with 
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children to keep them safe from child predators [1]. The COVID-19 pandemic has sped 
up the online transition in children, leading to increased dependency on digital plat-
forms, distance learning issues, online risk exposure, safety concerns, mental health 
impacts, educational disparities, and difficulties in online child protection faced by par-
ents. 

According to a study done by [7], most parents are unaware of online risks and have 
no idea what their children are doing online. Additionally, literature shows a lot of par-
ents had trouble juggling their work obligations, which prevented many of them from 
being able to devote time to their children at home [8]. Children are thus left alone to 
figure out how to adapt to life challenges including growing up online. Many parents 
counsel their children against answering the door while they are home alone, talking to 
strangers, or giving out sensitive information over the phone in the physical space. Par-
ents also keep an eye on the places their children go, the friends they hang out with, 
and the media they read and watch. However, in the age we live in, digital tools have 
fundamentally altered both the world and children's experiences [9]. Young Internet 
users still have little cyber security awareness and understanding [10]. Just as it is in 
the physical world, children lack the necessary knowledge to completely comprehend 
the different online threats or how to avoid and resist them. For children to solicit for 
support they need to trust the support system. Children are less likely to speak up about 
potential or actual harm they are encountering when they lack a reliable support system 
and when there is more fear than trust of their own parents/ caregivers or guardians. 
Furthermore, many parents are not aware that managing and parenting a child and en-
suring a safe online experience at the same level as in the physical space is necessary. 
Even though parents are currently not ensuring a safe online experience for children, 
the researchers propose that it is prudent to suggest a digital solution to solve a digital 
solution as the (old) adage says, “set a thief to capture a thief”. AI is used in education 
to enable students to customize their approaches to learning challenges based on their 
own distinct experiences and favorites [5]. And to adapt to each student's prior 
knowledge, rate of learning, and desired learning outcomes to maximize learning 
[5].  The researchers propose to explore suitable models for deep learning which could 
potentially be developed for educating parents on how to ensure a safe online experi-
ence for their children. 

2 Objective 

This study’s primary goal is to identify deep learning models to educate parents on 
online child protection. The following question was formulated to achieve the above-
mentioned objective. 

• What are the appropriate deep learning models to educate parents on online 
child protection?  

 
 

53



Identify DL Models for Detecting Child online Threats to Inform Parental Online Education 3 

3 Methodology 

A systematic review of existing literature was conducted in this study to provide a wider 
overview of prospective research on deep learning techniques and online child protec-
tion. The following elements (inclusion criteria, exclusion criteria, and methods) were 
included for the reader to comprehend the systematic review's main purpose. 

 
3.1 Inclusion Criteria 

• All the articles selected are academic and blind peer- reviewed. 
• The articles are related to online child protection and machine learning.  
• The articles answered the research question. 
• Any extra details that seem important and valuable were also chosen such as 

the types of deep learning networks. 
• Articles written in English. 

 
 

3.2 Exclusion Criteria 

• Articles without a thorough discussion of online child protection and machine 
learning, regardless of whether they are scholarly or peer-reviewed, were not 
included. 

• Articles that do not contain information on this study’s indicated keywords 
were not considered. 

• Any literature findings that contained a lot of repetition were discarded. 
• Literature with insufficient settings or references was not considered. 

 
 
3.3 Methods 

The systematic literature review analysis focused on research articles from databases 
in computer science and information technology, specifically those addressing the ap-
plication of machine learning in online child protection. The researchers conducted a 
comprehensive search across several peer-reviewed databases in the fields of Computer 
Science and Information Technology, including ProQuest, IEEE Xplore, ScienceDi-
rect, SpringerLink, Scopus, and Google Scholar, aiming to address the specified re-
search question. The search was executed on October 24, 2023, initially 298 publica-
tions were identified. A Microsoft Excel spreadsheet was used to systematically clas-
sify the relevant data from these publications, which included titles, abstracts, key-
words, author names, journal names, and publication year. Following the initial screen-
ing, 222 articles were excluded. These excluded articles either lacked a comprehensive 
discussion of online child protection and machine learning or deep learning. Addition-
ally, articles that failed to incorporate the specified keywords pertinent to this study 
were excluded. A full-text evaluations were performed on the remaining 76 academic 
papers, with strict eligibility criteria focusing only on topics related to online child pro-
tection and machine learning, which ultimately resulted in 19 relevant articles being 
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included in the review. The databases search parameters were defined to include several 
pertinent keywords such as "deep learning" OR "deep neural network," AND "online 
child protection," Or "child online protection," OR "educating parents”. Table 1. out-
lines the publisher-related literature relevant to the study. 

 
Table 1. Publisher-related literature relevant to the study. 

Databases  Relevant Literature   
 Downloaded After analysing the 

abstract and title 
After analysing the 
entire content 
 

ProQuest 20 12 2 
IEEE Xplore 112 44 11 
ScienceDirect 63 5 1 
SpringerLink 17 3 0 
Scopus 51 12 5 
Google Scholar 35 Duplicates 25 Re-

moved and the other 
10 were not relevant 

0 

TOTAL 298 76 19 
 
Fig. 1 shows the total number of citations per year for publications cited in this paper 
related to machine learning in online child protection, from 2009 to 2023. 
 

 
Fig. 1. Number of citations per year for publications 

Fig. 1 illustrations that in the initial years (2009, 2010), publications were cited for an 
average of =10 citations each. There are no publications or citations between 2011 and 
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2018. The paper referenced the most in this review is that of 2021 with nearly 90 cita-
tions. The total citations for 2022 is 18 and the total for 2023 is 39. The recent rise in 
citations and publications from 2021- 2023 reflects technological advancements in ma-
chine learning and a growing need for online child protection solutions. A detailed sum-
mary of the findings from these papers is presented in the results section. 

4 Results and Discussion 

This section presents findings of relevant explanatory factors and explores their ap-
plicability to the deep learning model for educating parents on online child safety, as 
shown in Table 2. 
 

Table 2. Online child protection, Techniques used and Applicability to DL Model. 

Online 
child Pro-
tection 

Data Techniques 
used 

Dataset Used Applicability 
to DL Model 

Source 

Online har-
assment, 
Cyber-stalk-
ing, online 
grooming 

Text Decision trees, 
Naïve Bayes 
(NB), and Sup-
port Vector Ma-
chines (SVM)  

Text messages No [12] 

Online child 
grooming 

Text K-nearest neigh-
bours classifier, 
SVM 

Actual online 
child groom-
ing and non-
grooming con-
versations 

No [13] 

Online 
grooming 

Text Bag of words 
(BoW), fuzzy-
rough feature se-
lection, and 
Fuzzy twin sup-
port vector ma-
chine. 

Perverted jus-
tice (PJ) and 
PAN13  

No [14] 

Cyber bully-
ing and 
Online 
grooming 

Text, 
Image 

Adult image de-
tecting algo-
rithm, NLP, ir-
relevant post de-
tection algo-
rithm 

Bad words da-
tasets and sen-
sitive word da-
tasets 

Yes [15] 

Detects port 
scan attempt  

Port 
scans 

Deep learning 
and SVM 

CICIDS2017 
dataset 

Yes [16] 

Detect 
Cyber bully-
ing on suspi-
cious web-
sites and 
blogs 

Text SVM Data collected 
by Internet Pa-
trol 

No [17] 
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Detect 
Cyberbully  

Text Instance-based 
learner and C4.5 
decision tree 
learner  

Formspring.m
e 

No [18] 

Child sexual 
abuse mate-
rial (CSAM) 

Text ML/DL, and 
NLP 

Self-build, 
Third-party 
and Open da-
tasets 

Yes [11] 

Abusive 
language 
detection 

Text IBK, SVM, NB,  
JRip, Logistic, 
CLSTM, CNN, 
LSTM, and 
BLSTM 

YouTube 
comments 

Yes [19] 

Cyberbully-
ing detec-
tion 

Text Logistic regres-
sion classifica-
tion, Decision 
tree, NB algo-
rithm, Random 
Forest, K-near-
est neighbor, 
SVM, 

Social Media 
Websites 

No [20] 

Cyber secu-
rity phishing 
detection 

Text SVM, Logistic 
regression, 
Boosted deci-
sion tree Aver-
aged perceptron, 
Decision Forest. 
Neural network,  

Phishing 
email collec-
tion, phishing 
legitimate full, 
spam or not 
spam dataset 

Yes [21] 

Online 
grooming 

Text LDA model, and 
the life cycle of 
grooming 

Real cyber 
paedophile 
chats down-
loaded 
from Per-
verted justice 
(PJ) 

No [22] 

Detecting 
abusive 
messages in 
chat logs. 

Text NLP, user be-
havioural info, 
structure of con-
versations 

Massively 
Multiplayer 
Online Role-
Playing Game 

No [23] 

Detection of 
Child Sex-
ual Abuse 
(CSA), Por-
nography, 
and age 

Images Deep CNN Pornographic- 
2M and Juve-
nile-80k 

Yes [24] 

Online sex-
ual preda-
tory chats 
detection 

Text LIWC, term fre-
quency-inverse 
document fre-
quency 
(TFIDF), syn-
tactical, senti-
ment polarity, 

Chat-logs No [3] 
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Markov 
chains, fuzzy-
rough, SVM, 
BOW 

Fight child 
pornogra-
phy in social 
media age 

Images CNN modelling SEIC/non-
SEIC content 
(Brazilian 
Federal Po-
lice) 

Yes [25] 

Detecting 
Sexual 
Predatory 
Chats 

Text Artificial neural 
net-
works, Word2V
ec 

PAN 2012 da-
taset 

Yes [26] 

Child Sex-
ual Abuse 
Media 
(CSAM) 

Image, 
video, 
PDF 

CNN Project VIC 
dataset 

Yes [27] 

Online 
grooming 
detection 

Text SVM, K-NN, 
DT, Binary Lo-
gistic Regres-
sion, Naive 
Bayes, Maxi-
mum Entropy, 
EM and 
EMSIMPLE, Ph
rase matching, 
Rule-based 
tech-
niques, Ring-
based Classifier 

PAN2012, 
MovieS-
tarPlanet, Per-
verted Justice 

No [28] 

Child safety 
and Protec-
tion in 
online gam-
ing 

Chat 
logs 

Naïve Bayes 
(NB), DT, mul-
tilayer percep-
tron (MLP), k-
nearest neigh-
bour (k-NN) and 
SVM 

Child paedo-
phile chats 
were collected 
from PJ, 
and Sexual 
chats among 
adults were 
collected from 
Omegle data 
collection. 

No [1] 

Facial Emo-
tion recog-
nition 

Image Multi Label 
Classification, 
CNN, DNN.  

Kaggle dataset 
of 1857 autism 
spectrum dis-
order children 
and 1850 Typ-
ically Devel-
oped (TD) 
children 

Yes [29] 

Emotion de-
tection 

Text 
based 

NLP ISEAR Da-
taset, 
SemEval, 
Emobank, 

Yes [30] 
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EmoInt,Ce-
cilia 
Ovesdotter 
Alms Affect 
data, Daily Di-
alog, 
AMAN’S 
Emotion da-
taset, 
Grounded 
Emotion Data, 
Emotion-
Stimulus data, 
Crowdsourc-
ing dataset, 
MELD da-
taset, Emo-
tionlines and 
Smile dataset 

Child senti-
ment analy-
sis 

Text NLP Collect raw 
texts as data. 

Yes [31] 

Detect 
online sex-
ual preda-
tion. 

Text NLP Perverted-jus-
tice, cybersex 
logs available 
online and the 
NPS chat cor-
pus 

Yes [32] 

Detect Child 
Sexual Ex-
ploitation 
Material 
(CSEM) 

Text Supervised ma-
chine learning 
approach 

Dataset ex-
tracted from 
the file names 
and file paths 

No [33] 

Video porn 
detect 

Static 
and mo-
tion in-
for-
mation 

CNNs ImageNet da-
taset, Pornog-
raphy-800 and 
Pornography-
2k dataset 

Yes [34] 

Adult Con-
tent Detec-
tion 

Videos Local Receptive 
Field-Extreme 
Learning Ma-
chine (LRF-
ELM) model 

NPDI dataset Yes [35] 

Text-based 
spam filters 

Text Deep Convolu-
tional Neural 
Network 
(DCNN) 

Image Spam 
Hunter Da-
taset (ISH), 
Improved Da-
taset and 
Dredze Im-
ageSpam Da-
taset 

Yes [36] 
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Detecting 
different 
types of 
abusive con-
tents 

Text LinearSVC, Lo-
gistic Regres-
sion (Logit), 
Multinomial 
Naïve Bayes 
(MNB), RF, 
ANN, RNN, and 
LSTM 

Gathered data 
from public 
comment sec-
tions on vari-
ous social sites 
and online re-
sources 

Yes [37] 

Detect per-
sonal infor-
mation. 

Text Deep Genera-
tive adversarial 
networks 

Synthetic da-
taset 

Yes [38] 

 
 

All sources indicate that most machine learning and deep learning tools developed to 
protect children against online threats posed to them focus on detecting child sexual 
exploitation content through analyzing text. Eight of those tools were developed to de-
tect children’s exposure to online grooming and four of the reviewed articles developed 
tools to detect children’s exposure to online pornography.  

 
In general, the researchers found from the study that most existing studies in 

deep learning focused on detecting child sexual exploitation on social networking sites 
namely online grooming exemplified by [12]; [13]; [14]; [15]; [22]; [39]. Four of the 
reviewed articles [24]; [25]; [34]; [32] which amounts to 53% indicated child online 
pornography as another online threat posed to children that machine learning and deep 
learning tools are focused on detecting. Table 3 outlines the applicable models from the 
literature review outcome of the explanatory variables of interest, that only used deep 
learning techniques in online child protection. 

 
Table 3. Online child protection and Deep learning techniques 

Online Child Protec-
tion 
 

DL techniques/Model Reference 

Online grooming/ 
Online sexual predators/ 
adult content/ sexual 
abuse 

Natural Language Processing, lo-
cal Receptive Field-Extreme 
Learning Machine; artificial neu-
ral networks, 

[28]; [22]; [32]; 
[35]; [26]; [24]; [27] 

 

Cyber bullying (Abu-
sive language/ abusive 
messages/ content) 

CNN, LSTM, BLSTM, CLSTM, 
RNN, Natural language pro-
cessing, 

[11]; [19]; [37]; [15] 
 

Pornography Deep CNN, CNN modelling, Nat-
ural language processing (NLP) 

[34]; [24]; [25] 

Personal information 
detection/ 

Deep Generative adversarial net-
works; neural networks 

[38] 

Port scan attempt detec-
tion 

Support Vector Machine algo-
rithm and deep learning 

[16] 
 

Text based spam filter/ 
phishing detection 

Deep Convolutional Neural Net-
work (DCNN) 

[36]; [21] 
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Facial Emotion recogni-
tion/ detection\ senti-
ment analysis 

Multi Label Classification, Con-
volutional Neural Networks, 
Deep Neural Networks, Natural 
language processing 

[29]; [30]; [31] 

 
From the analysis, it was established that most existing tools developed for online child 
protection use Natural Language Processing techniques and the most used deep learn-
ing model is the Convolutional Neural Networks algorithms followed by Long short-
term memory to analyze and detect online threats posed to children. It was established 
that most deep learning models on online child protection focus on online grooming, 
cyberbullying, and pornography. In addition, the least online child protection detected 
threats were personal information detection, port scan attempt detection and text-based 
spam filter.  

 
This study aimed to identify appropriate deep learning models that will aid in the 

development of a model that educates parents on protecting their children safely online. 
Given the growing number of children using the Internet and the possible risks posed 
to them, and the lack of parent’s knowledge on cyber security, and the lack of existing 
tools that are tailored to educate parents on online child protection. It was determined 
that most deep learning models developed to protect children against online threats 
posed to them focus on detecting child sexual exploitation content through CNN and 
LSTM techniques. The CNN-LSTM is a convolutional neural network built on long 
short-term memory that performs sequence prediction tasks primarily with spatial input 
such as images, videos, or the temporal structure of words in a sentence, paragraph, or 
text [40]. In issues requiring the classification of temporal information, such as human 
activity detection, text classification, video classification, sentiment analysis, typhoon 
formation predicting, and arrhythmia diagnosis, the combination of CNNs and LSTM 
units has already produced promising results [41]. Therefore, this research concludes 
that the optimal deep learning models for COP parent education may be LSTM and 
CNN because: 

 
• CNN: CNNs are adept at analyzing images and videos, making them useful 

for detecting inappropriate content, including child pornography materials, 
grooming material, and other inappropriate multimedia materials as they 
evolve.  They can automatically detect and flag inappropriate content directly 
from the visuals they are exposed to. There is no need for pretraining but rather 
training on what it is exposed to, enabling parents to monitor their children's 
exposure and take necessary precautions informed of trending threats. 

• LSTM: LSTM recurrent neural networks are effective in processing sequen-
tial data, enabling the tracking of children's online interactions, identifying 
patterns, detecting risks, and understanding changes in online threats like 
cyberbullying. It is also superior for speech synthesis, question answering, and 
language modelling, among others, thus, parents can ask questions.   

Our research aims to develop a deep learning model to educate parents. This study 
has highlighted the effectiveness of CNNs and LSTMs in identifying online threats to 
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children, providing valuable insights for enhancing parental awareness and protective 
measures in the digital world. 
 

4.1 Proposed Deep Learning Model 

The systematic literature review conducted for this study highlighted the effectiveness 
of CNNs and LSTMs in identifying online threats to children. As a result, the proposed 
deep learning model will incorporate these models, providing valuable insights for 
enhancing parental awareness and protective measures in the digital world. Fig. 2 
outlines a case study demonstrating CNN and LSTM potent for educating parents on 
online child protection. 

 
Fig. 2. Proposed Deep Learning Model. 

The deep learning model will receive input text through the Uniform Resource Locator 
(URL), mouse logs and keystrokes when a child interacts on a social networking site. 
It pays attention to things like the websites they visit, what they write, and even how 
they move the computer mouse and type on the keyboard. It uses two different methods 
to understand the child's online interaction. One method, called CNN, looks at the 
words, pictures, and videos the child sees online. It tries to find anything that might be 
bad or not suitable for them, like rude or harmful stuff. The other method, called LSTM, 
looks at how the child behaves online in a step-by-step way. It will figure out what the 
child might do next and if there's any danger in their online interaction. This infor-
mation will be used to create special learning materials for the parent. Besides that, the 
model should also keep track on how the child is acting online to spot if something is 
not right, like if the child is being bullied or if they are facing problems. Then, it should 
give parents advice and information through a mobile application. The deep learning 
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model will help parents understand their child's online activities and provides person-
alised guidance to protect them. As well as help parents monitor their child's online 
activities and protect them from potential online threats. 
 

However, performance evaluation is crucial in deep learning processes to verify the 
effectiveness of the model. Reference [40] states that the accuracy and precision of 
multi-class classification models are calculated to evaluate their performance using 
confusion matrices, recall and f1 score. Accuracy is the ratio of correct predictions to 
total predictions across all classes, while precision is the ratio of true positives to the 
sum of true positives and false negatives [40], [42], [43]. Recall is the ratio of correctly 
predicted positive instances to all instances in a class [40], [42], [43]. Hence, the effec-
tiveness of the proposed deep learning model will be evaluated using confusion matri-
ces to determine accuracy, precision, recall, and F1-Score. 
 

5 Conclusion 

This study presents identified deep learning models that will aid in the development of 
a model that educates parents on protecting their children safely online, namely CNN 
and LSTM. An analysis on online child protection applicable deep learning techniques 
was carried out on literature from 2009 to 2023. This study identified CNN, LSTM, 
and NLP as the most used tools for online child protection, with LSTM and CNN being 
the best deep learning models for detecting child online threats mainly focusing on child 
sexual exploitation content. Parents can keep track of their children's exposure to inap-
propriate content by using CNNs to analyse photos and videos for cyber security. Chil-
dren's Internet interactions can be monitored by LSTM recurrent neural networks, 
which can spot online trends and online dangers. The relevant deep learning models 
that have been identified in this study will be used as a guide the development a deep 
learning model that can detect child online threats to inform an application that can 
educate parents on the best ways to protect their children online. The PAN 2012, Bad 
words and the Perverted Justice datasets were identified as appropriate for training and 
testing the ensembled/ hybrid model. This work could significantly impact the field of 
cyber security since it will advance parents’ understanding of online child protection 
and pave the way for further research into ways to protect children online. 
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Abstract 

Software Engineering is a core module in Information Technology (IT) degree programs. 

Because IT is ever evolving, the curriculum for Software Engineering should be updated more 

regularly to meet these technological changes. This research evaluates the Software 

Engineering curriculum at a selected private higher education institution in South Africa to 

fully understand the relevance of the content taught from a Software Engineer perspective. The 

study conducted a comprehensive review of the Software Engineering content taught at a 

selected private higher education institution in South Africa. Moreover, the study analyses the 

pedagogical approaches used to teach and assess Software Engineering students. Most 

importantly, the study solicits feedback through an online survey from the software engineering 

professionals in industry to ensure that graduates are well-equipped with the knowledge 

required to tackle problems in the real-world environment. A total of thirty-six (36) Software 

Engineers in South Africa took part in this study. Some of the current trends in Software 

Engineering include DevOps, Edge Computing, Microservices Architecture, Serverless 

Computing, Containerisation and Orchestration. The study established that technologies 

mentioned here should form part of the curriculum. The results of this study therefore offer 

insights for curriculum designers, educators, and policymakers to optimise the effectiveness of 

Software Engineering as a core module in Information Technology degrees. The study highly 

recommends that the curriculum be updated to incorporate DevOps, the Microservices 

Architecture as well as Serverless Computing among other contemporary technologies. 
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1. Introduction 

Software Engineering (SE) is a process of analysing user requirements and then designing, 

building, testing, deploying, and maintaining a software application which satisfies the user 

requirements[1]. The Software Engineering process follows a systematic approach from 

development up to maintenance of the software product. Software Engineering is taught as a 

module building towards an Information Technology (IT) degree at most tertiary institutions in 

South Africa and beyond. The Software Engineering curriculum should therefore be tailored 

and reviewed more regularly to match the dynamic world of Information Technology[2]. The 

goal of curriculum design is to define the learning outcomes that students are expected to 

achieve[3]. Curriculum includes content, instructional strategies, assessment methods as well 

as resources used for teaching and learning. The IEEE Software Engineering Competency 

Model (SWECOM) outlines competencies expected from a Software Engineering professional. 
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Since Software Engineering is an amalgamation of multiple modules inclusive of computer 

programming, systems analysis, systems design, and software testing[4], several tools are used 

for successful delivery of the module. Based on the specific requirements of the project, 

different tools and technologies are used to develop robust software. Some of the most common 

tools for Software Engineering include programming languages, version control systems, 

testing tools, project management and automation tools among others[5]. All tools and 

technologies mentioned here are taught as topics in the Software Engineering course and these 

are not the end-all. It is important to note that other modern technologies are introduced from 

time to time and the curriculum should be reviewed regularly to meet these important changes 

as confirmed by[2]. 

 

According to[6], the objectives of Software Engineering seek to make sure that the software 

developed is maintainable, efficient, correct, reusable, testable, reliable and portable. From the 

submission by[6], it becomes clear that the software developed should continuously evolve to 

meet the changing requirements. Efficiency is also an important aspect which ensures that the 

software should not waste computing resources such as memory and processing power, as these 

have a direct influence on the computer’s performance and the overall ability to execute tasks. 

Reliability is an attribute of software quality which describes the extent to which a program 

is expected to perform its desired functions over a period. Due to the continued increase in 

the number of platforms and devices, it is vital to develop portable software applications. 

Portability is an important aspect of Software Engineering where the software developed can 

be transferred from one computer system to another. Therefore, a Software Engineering 

student should be able to develop portable and maintainable systems and master all these 

skills before entering the industry.  

 

The need to review a Software Engineering curriculum is dependent on the emergence of new 

technologies and shifts in industry trends[2]. The Software Engineering curriculum guidelines 

by[7] serve as the basis to curriculum design. Other bodies responsible for Software 

Engineering curriculum are: Association of Computer Machinery (ACM) and the Accreditation 

Body for Engineering and Technology (ABET). It is advisable to regularly assess the 

curriculum to ensure its continued relevance, especially in IT. Numerous higher education 

institutions strive to update their Software Engineering curriculum every 3 to 5 years because 

of technology evolution and changes in industry trends. Because there should be an alignment 

of the curriculum and the IT industry expectations, the study therefore sought to answer the 

following questions: 

 

Research questions: 

• How is the Software Engineering curriculum structured at a selected private higher 

education institution? 

• Which pedagogical approaches and assessment tools are used to assess Software 

Engineering students? 

• What are the industry expectations of a Software Engineering graduate student? 
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2. Literature review 
The literature review assesses the topics taught in Software Engineering at a private higher 

education institution and points to some modern topics not included in the current curriculum. 

The missing areas are then investigated in a survey to understand their relevance in the 

Software Engineering domain. The Software Engineering process has multiple stakeholders. 

Figure 1 below shows the Systems Development Life Cycle (SDLC), which is used as a 

fundamental tool to understand software development. The phases highlighted here call for 

different stakeholders, different roles, different skills, and different expectations. The SDLC 

form an integral part of the Software Engineering process.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Systems Development Life Cycle (Adapted from[8]) 

 

The phases presented above are often iterative, meaning that the process may cycle back to 

earlier phases as and when necessary. In the curriculum, a Software Engineering student should 

understand all these phases in detail to excel at work. Like any other project, the planning phase 

is crucial to ensure the success of the software project. During this important phase, the 

objectives of the project are identified[8], the scope of the project is defined, and the resources 

required for the specific project are estimated[6]. This is an important phase for every aspiring 

Software Engineer. Many scholars[9],[10] concur that the analysis phase identifies and 

documents the needs and expectations of all stakeholders and end-users of a software system. 

This is a critical phase of Software Engineering, as it sets the foundation for the design and 

development of the software product.  

 

During the design phase, the software design is broken down into smaller components[10], and 

the architecture of the software is determined. The design phase involves creating detailed 

specifications for the software, including data structures, algorithms, and user interfaces. The 

design phase also involves choosing the software development tools, technologies, and 

programming languages to be utilised. During the implementation phase, the software is coded, 

tested, and integrated into a complete system. Different programming languages such as Java, 
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C++ and C# are used in this phase. Testing and integration are two critical processes in 

Software Engineering that ensure the quality and functionality of software products. Testing is 

the process of evaluating a software product or system to determine whether it meets the 

specified requirements and works as expected[9]. Maintenance is an essential part of Software 

Engineering that involves making changes and updates to software products after they have 

been released[10], and this is an ongoing process. Most of the Software Engineer’s job involves 

system maintenance. Therefore, the Software Engineering curriculum should  be updated to 

involve more of software maintenance tasks. 

 

The Software Engineering curriculum also focuses on low-level design where the system 

architecture is broken down into smaller pieces that can be implemented by the software 

developers. Low-level design describes every module in detail by incorporating the logic 

behind every component in the system[11]. The design specifications are typically created by 

software architects or senior developers, in collaboration with the development team. Low-

level design helps to ensure that the software is designed to meet the functional and non-

functional requirements. An application created with poor design is difficult to maintain[12]. 

Meaning a good object-oriented design should be reusable, extensible, and maintainable and 

design patterns are helpful in trying to achieve all this. Design patterns provide software 

developers with a toolkit for handling problems that have already been solved[13]. Some of 

the key aspects of programming include coding, testing, documentation, collaboration and 

version control. Software Engineers should have a thorough understanding of various types of 

programming languages to cater for different software development needs. At this juncture, a 

Software Engineering graduate should be familiar with some of the languages presented below: 

 

Object-Oriented Languages 

• C# 

• Java 

 

 

 

 

 

Software Engineer 

Scripting Languages 

• Python 

• JavaScript 

Web Development Languages 

• HTML 

• CSS 

 

Data Manipulation Languages 

• SQL 

• R 

 

Figure 2: Programming Languages (Author’s own creation) 

 

Figure 2 shows some of the programming competencies expected from a Software Engineering 

graduate. It is important to note that this list is not exhaustive, and there are many more 

programming languages out there. Each language has its own strengths, weaknesses, and 

specific areas of application. It is vital to underscore that Software Engineers should have 

knowledge of many programming languages and should be willing to learn new languages all 

the time. The Software Engineering curriculum also entails an understanding of the layered 

architecture which seek to organize the components of a system into distinct layers based on 

their responsibilities and functionality. Each layer in the architecture provides a specific set of 

services and interacts with adjacent layers in a predefined manner. The main goal of layered 

architecture is to create a separation of concerns and promote modular design[6], allowing for 

easier development, maintenance, and scalability of the software system. The layered 

architecture is typically divided into three layers: presentation layer, business logic layer and 

the data access layer. 
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User Experience (UX) is the process of designing and improving the overall experience that 

users have while interacting with a software application. UX design is a very important aspect 

of the Software Engineering curriculum focusing on understanding users' needs, and 

preferences. UX encompasses various aspects in software development including usability, 

accessibility, visual design, and user engagement[14]. By incorporating UX principles and 

practices into Software Engineering, developers can create software applications that are not 

only functional and technically sound but also deliver exceptional user experiences. A well-

designed user experience can lead to increased user satisfaction, improved adoption rates, and 

an overall success for the software product. 
 
Software Testing is taught as an important topic in the Software Engineering module. The 

software testing process identifies the correctness, completeness, and quality of the software 

product[5]. The process involves a set of activities conducted with the intent of finding errors 

in software so that they can be corrected before the product is released to end users. A software 

product should only be released after it has gone through a proper process of development, 

testing and bug fixing[15]. Software testing looks at performance, stability and error handling 

conducted by software testers who are the professionals who perform testing by setting up test 

scenarios under controlled conditions and assessing the results. Software is considered of good 

quality if it meets the user requirements. Software Engineers should also have a thorough 

knowledge of the software testing process.  

 

Literature review and content review has revealed that most of the contemporary topics in 

Software Engineering do not form part of the curriculum. Some of the current trends in 

Software Engineering include DevOps[16], Edge Computing[17], Microservices[18], 

Serverless Computing[19], Containerisation and Orchestration[20]. DevOps is a process that 

focuses on automating software development processes for increased efficiency and reliability. 

DevOps is one of the most modern software development methodologies that includes a set of 

practices and tools to integrate and automate software development. As alluded by[21], Edge 

Computing technologies seek to develop software solutions that leverage computing 

capabilities for faster processing and reduced latency. The Microservices Architecture is also 

another recent development in the Software Engineering domain seeking to implement 

software systems as a collection of small, independent services. Microservices provide quicker 

deployment time and can easily scale. Scalable software lowers the possibility of downtime[18] 

ensuring that the system can handle increased loads without performance degradation.. 
 
Serverless Computing develops and deploys applications without managing the server 

infrastructure directly[19]. For efficient deployment, scaling and management of applications, 

modern technologies like containers can be utilised. Docker and Kubernetes are some of the 

common container orchestration technologies which Software Engineering students must be 

taught. It is therefore important to reassess the current curriculum and proffer some 

recommendations for improvement, based on empirical data from Software Engineers in the 

field. The methodology adopted to complete this study is presented next. 
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3. Research Methodology 
To assess the curriculum and pedagogical approaches to Software Engineering, an examination 

of the syllabus and course content was done. After the examination of institutional documents, 

an online survey was conducted with Software Engineers in South Africa to give their input on 

the relevance of different trends and technologies in the Software Engineering domain. The 

inputs from these Software Engineers are reported in this article and could help curriculum 

developers during the curriculum review process. The online questionnaire was pre-tested 

before administration to ensure that the questions were well-understood before distribution to 

the participants, a practice supported by many researchers[22].  
 

The quantitative data from the Software Engineers was analysed collectively using Microsoft 

Office Excel, a researcher’s statistical package of choice. The researcher maintained the 

anonymity of all research participants as stressed by[23] on the ethical principles in research. 

All the participants were informed about the aims and objectives of the study, and they 

participated out of their own volition. The researcher was granted permission to conduct this 

study in 2024 with reference BCI/2024/001.  

 

 

4. Findings and discussion 

The findings in this study are structured according to the study’s three objectives. 

 

4.1 Structure of the Software Engineering curriculum 

The current Software Engineering curriculum at the selected private higher education 

institution is still relevant. The curriculum is structured into theoretical and practical concepts. 

Most of the content covered in the curriculum conform to the Software Engineering 

Competency Model[24] which seek to set standards and competencies of Software Engineers 

when developing and modifying software. Within the curriculum, some of the theoretical 

aspects taught include requirements analysis, software design, programming languages and 

agile methodologies among others. The practical concepts include the design of interfaces, 

coding, database development and deployment of applications. According to[6], every 

Software Engineer should know how to code and deploy applications using different 

technologies. However, there are more modern tools and technologies like Serverless 

Computing and DevOps in the Software Engineering domain which are not part of the current 

curriculum at the selected private higher education institution.  

 

4.2 Pedagogical approaches and assessment tools for Software Engineering students 

Teaching Software Engineering requires a combination of various pedagogical approaches to 

impart both knowledge and skills[24]. Some of the pedagogical approaches deployed involve 

project-based learning, lecture-based learning and flipped classrooms. Considering that 

Software Engineering is a practical module, project-based learning presents students with real-

world problems that they must solve. In this form of pedagogy, students engage in the learning 

process by solving practical problems. The traditional lecture-based teaching remains effective 

for successful delivery of the Software Engineering principles. To keep students engaged, 

modern interactive elements and multimedia are recommended. Student engagement enhances 

learning and promotes the development of critical skills required by Software Engineers[25]. 

[26] argues that learning should be interactive, flipped classrooms are utilised to allow more 

interactive sessions. In a flipped classroom, students review course content before the class in 

a collaborative manner and hands-on exercises. 
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Evidence from the institutional documents established class tests, examinations, practical 

projects and presentations as the assessment tools used to assess Software Engineering 

students. In general, class tests and examinations are designed to evaluate understanding of 

core concepts and principles. These assessments could be in the form of multiple-choice 

questions, short questions and most importantly practical questions. Continuous assessments 

and oral examinations also form part of the assessment process. As alluded by[6], practical 

projects provide hands-on activities to solve problems using a range of tools and technologies. 

As part of the assessment process, every Software Engineering student should present his/her 

final project to an academic audience. This presentation is very important because in a real-life 

situation, after developing a solution to a problem, the developer should present this to the 

management and to the client for approval. It is important that all assessments align with the 

learning objectives and focus on both theoretical and practical competencies.  

 

4.3 Industry expectations from  Software Engineering graduates 

The last objective of this study sought to understand the industry expectations from Software 

Engineering graduates. Based on the empirical evidence from the Software Engineers in South 

Africa, the industry expects graduates to possess a number of practical skills, inclusive of 

version control systems, agile methodologies, DevOps, web development and cloud computing 

skills. In South Africa, graduates from private institutions can be employed by either the private 

or the public sector. The following breakdown was obtained in relation to the companies. 

 

4.3.1 Distribution of Software Engineers by company type in South Africa 

A total of 36 Software Engineers took part in this investigation. Interestingly, 90% of the 

participants work in the private sector while the other 10% work for public enterprises. The 

breakdown is shown on Figure 3 below. 

 

 
 

Figure 3: Distribution of Software Engineers by company type 

 

Based on the empirical evidence presented above, we can therefore settle on the conviction that 

most Software Engineers in South Africa work for private companies. These Software 

Engineers had different years of work experience as explained in the subsequent section. 

 

Private

86%

Public

14%

Distribution of Software Engineers by company type in 

South Africa

Private Public
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4.3.2 Work Experience 

A total of thirty-six (36) responses were obtained with varying levels of experience as shown 

in Table 1 below: 

 

Table 1: Work experience of the Software Engineers 

Variable Variable category Frequency Percentage 

 

Working 

experience 

Less than 1 year 

 

1 year – 3 years 

 

4 years – 10 years 

 

More than 10 years 

1 

 

4 

 

19 

 

12 

3% 

 

12% 

 

53% 

 

32% 

 

 

Most of the participants had relevant work experience of between 4 and 10 years, with a 53% 

representation. On the same variable of work experience, exactly 32% of the participants had 

more than 10 years of work experience.  It also emerged that 12% of the participants had 

between 1 and 3 years of related work experience. Only 3% of the participants had less than a 

year in the field. In this case, a relevant work experience is important to provide appropriate 

industry insights which could be used to improve the current curriculum at the specific higher 

education institution. 

 

4.3.3 Software Engineering skills 

The following Software Engineering skills are expected from IT graduates, as highlighted by 

the Software Engineers in practice. The information is presented descriptively  using a bar 

graph.  

 

 
Figure 4: Software Engineering skills 
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 As shown in figure 4, Cloud Computing, Agile Methodologies, problem solving and 

programming proficiency are the top skills expected from Software Engineering graduates. In 

addition to that, effective communication is key in the Software Engineering domain with a 

66.7% representation. Other important skills include version control systems, DevOps, and 

web development. Therefore, we can extrapolate that Software Engineering demands a diverse 

set of skills. The survey sought to understand the relevance of certain technological 

developments in the Software Engineering domain. A Likert scale questionnaire elicited the 

following responses from 36 Software Engineers in South Africa. 
 

4.3.4 Relevance of the technological trends in Software Engineering 

Most technological trends in Software Engineering centre around automating processes, 

scaling operations, enhancing agility, and prioritizing user needs. These trends are spurred by 

advancements in technology and changing business demands. To stay competitive, Software 

Engineers must be updated on these modern technologies. Table 2 examines some of the 

emerging trends. 

 

Table 2: Relevance of the technological trends in Software Engineering (n = 36) 

 
Technological Trend Strongly 

Agree 

5 

Agree 

 

4 

Not Sure 

 

3 

Disagree 

 

2 

Strongly 

Disagree 

1 

 Positive Neutral Negative 

 

DevOps and Continuous 

Integration 

 

58.3% 

 

13.9% 

 

27.8% 

Microservices Architecture 

 

 

66.7% 

 

19.4% 

 

13.9% 

Containerisation and 

Orchestration 

 

88.9% 

 

11.1% 

 

0.0% 

Machine Learning (ML) and 

Artificial Intelligence (AI) 

 88.9% 5.6% 5.6% 

Serverless Computing 

 

72.2% 27.8% 0.0% 

Edge computing 

 

 63.9% 13.9% 22.2% 

 

The empirical findings presented in Table 2 above is analysed using a bar graph as shown 

below. In Figure 5, the caption "positive" denotes participants who expressed strong agreement 

or agreement with the relevance of a specific technology. "Neutral" implies participants who 

were neither aligned nor decisive regarding a specific technology proposed. "Negative" 

characterizes those participants who disagreed or strongly disagreed with the significance of a 

technology in relation to their work. Since the study wants to establish the relevance of these 

technologies in the Software Engineering domain, the focus is therefore on the positive 

responses only. The study therefore analyses the relevance of the technologies using a bottom-

up approach. 
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Figure 5: Technological trends in Software Engineering 
 

 

DevOps and continuous integration were ranked as  important trends used in Software 

Engineering. As evident in Figure 5 above, 58.3% of the participants submitted that DevOps 

and continuous integration is very relevant in the Software Engineering domain. On the same 

premise, 13.9% were non-aligned on DevOps and continuous integration. It was also submitted 

by 27.8% of the participants that DevOps and continuous integration is not relevant in the 

execution of their duties. DevOps and continuous integration focus on automating the software 

development processes for increased efficiency and reliability. Literature establishes that 

DevOps provides faster and better product delivery[27]. Therefore, it is important that students 

in higher education institutions are taught these practices, as they offer greater automation in 

more stable operating environments. This study therefore recommends the introduction of 

DevOps into the Software Engineering curriculum. 

 

Along the same spectrum of technologies used for Software Engineering, the Microservices 

Architecture is also gaining popularity in industry. From the empirical evidence collected, it 

emerged that Microservices architectures are important in Software Engineering where 66.6% 

of the participants submitted that they use the Microservices Architecture to execute their daily 

duties. Microservices entail the design and implementation of software systems as a collection 

of small, independent services which perform specific functions. The Microservices 

architecture is gaining popularity in the Software Engineering domain in the sense that it 

provides scalability, flexibility, agility, and improved maintainability of products[28]. Despite 

numerous advantages offered by the Microservices Architecture, the technology is complex to 

implement[28]. Therefore,  complexity can be simplified by introducing this technology into 

the Software Engineering curriculum. As stated by the Software Engineers in practice, this will 

surely simplify and equip the students with an understanding of the complex processes 

associated with this practice. 
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Containerisation and Orchestration were also ranked as important technologies in Software 

Engineering with 88.9% of the Software Engineers confirming that containers and the 

orchestration technology are very relevant in software development. Approximately 11.1% of 

the Software Engineers were not sure of the relevance of containerisation in Software 

Engineering. In general, containers are portable, scalable, consistent, and secure[29]. 

Moreover, containers enable organisations to accelerate software delivery while maintaining 

consistency and reliability across diverse environments. Technologies like Docker and 

Kubernetes  are ideal for efficient deployment, scaling, and management of applications. This 

study established that containerisation and orchestration technologies are important topics in 

Software Engineering which should be incorporated into modern application development. 

Therefore, we can emphasize that students at tertiary institutions should be taught how to use 

containers in software development.  

 

Out of the 36 Software Engineers who participated in this study, 88.9% considered Machine 

Learning (ML) and Artificial Intelligence (AI) as cutting-edge technologies. On the same 

premise, 5.6% of the  Software Engineers were not sure of the relevance of ML and AI in 

Software Engineering. More so, 5.6% of the participants also confirmed that AI and ML is not 

relevant in their daily duties. Based on the study findings, we can settle on the conviction that 

ML and AI are important technologies to be embraced during software development. With 

specific emphasis on software development, the utilization of Artificial Intelligence and 

Machine Learning techniques for code analysis, testing, and automation is of paramount 

importance. It is therefore of paramount importance that Software Engineers in training apply 

the AI and ML principles in software development. It is vital to incorporate these technologies 

into the curriculum to keep students aligned with the industry expectations. 

 

In Serverless Computing, software developers focus on writing and deploying individual pieces 

of code, without needing to manage the underlying infrastructure, such as servers, operating 

systems, or the runtime environments. Thus, this cloud computing model permits development 

and deployment of applications without managing server infrastructure directly. The study  

confirms that this is an important topic which is expected from IT graduates. It was interesting 

to note that 72.2% of the Software Engineers submitted that Serverless Computing is a very 

important concept in the Software Engineering domain. Only 27.8% of the participants were 

not sure of the relevance of serverless computing within the Software Engineering context. 

Serverless Computing provides a versatile, easily scalable, and developer-oriented method for 

creating and deploying cloud-native applications[30]. Understanding serverless computing is 

becoming more crucial in the industry as businesses embrace cloud-native structures and 

serverless solutions. When students learn about serverless computing at tertiary level, they 

acquire skills directly relevant to the job market, improving their employability and 

preparedness for contemporary software development positions. 

 

Edge Computing aim to develop software solutions that leverage edge computing capabilities 

for faster processing and reduced latency. Incorporating edge computing into the software 

engineering curriculum is vital to provide students with the requisite knowledge, skills, and 

proficiencies required to navigate the dynamic realms of distributed computing. Such 

integration is poised to empower students, enabling them to contribute significantly to industry 

progress and innovation. 63.9% of the participants considered Edge Computing as an important 

topic in industry. On the same technology, 13.9% of the participants were non-aligned on the 

relevance of Edge Computing in Software Engineering. Lastly, 22.2% of the participants had 

negative views on the importance of Edge Computing within the Software Engineering context. 

Thus, Edge Computing is a very important topic which must be taught at undergraduate level. 
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The fact that Edge Computing was ranked low in comparison with other technologies in 

Software Engineering does not mean that the technology is irrelevant. The same technology 

should be embraced to produce graduates who are industry ready. 

 

 

5. Conclusion and recommendations 

Because Software Engineering is a dynamic field, there is need for continuously updating the 

curriculum. Based on empirical evidence from Software Engineering professionals in South 

Africa, some of the most important trends and technologies include the Microservices 

Architecture, Serverless Computing, Edge Computing and DevOps and Continuous 

Integration. The study therefore recommends that these technologies be integrated into the 

curriculum to empower students with the necessary skills expected from IT graduates. As 

highlighted by the Software Engineers in practice, understanding Serverless Computing is 

becoming more crucial in the industry as businesses embrace cloud-native structures and 

serverless solutions. When students learn about Serverless Computing at tertiary level, they 

acquire skills directly relevant to the job market, improving their employability and 

preparedness for contemporary software development positions. 

 

Incorporating Edge Computing into the Software Engineering curriculum is vital to provide 

students with the requisite knowledge, skills, and proficiencies required to navigate the 

dynamic realms of distributed computing. The utilization of Artificial Intelligence and Machine 

Learning techniques for code analysis, testing, and automation is of paramount importance 

DevOps and continuous integration focus on automating the entire Software Development 

processes for increased efficiency and reliability. The study recommends that curriculum 

developers incorporate these technological trends into the Software Engineering curriculum. 

Further research should focus on the importance of these technologies in other domains. 
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An Accident-Avoidance Model for Driver Fatigue 

Detection using AIoT 

Abstract. Many of all traffic accidents are attributed to drivers who are less vig-

ilant. This leads to a number of fatalities on our roads While most drivers are 

aware of the risks associated with drinking and driving and texting while driving, 

many underestimate the hazards of driving when drowsy. There are very limited 

studied of fatigue detection using Artificial Intelligence of Things (AIoT).Sys-

tems for detecting driver weariness are being transformed by AIoT. According to 

literature, artificial intelligence systems use sophisticated algorithms and real-

time data from IoT sensors to efficiently monitor driver behavior and spot signs 

of fatigue, lowering the likelihood of accidents on the road. The critical issue that 

a fatigue detection system must address is the question of how to detect fatigue 

accurately and early at the initial stage. This study explored the literature to find 

more on sensing and data collection, suitable machine learning algorithms for 

fatigue detection, and real-time monitoring to generate alerts.Finally the study 

developed a model and a flowchart for accident-avoidance. 

 

Keywords: Driver safety, Artificial Intelligence of things, Internet of things, 

Fatigue and Accidents avoidance, Fatigue Detection 

1 Introduction 

The escalating incidence of traffic collisions resulting from a decline in driver alert-

ness has emerged as a significant societal concern. Twenty percent of all traffic acci-

dents are attributed to drivers who are less vigilant, according to statistics [1]. A study 

by the AAA Foundation for Traffic Safety revealed that tiredness was a contributing 

factor in 9.5% of all crashes and 10.8% of crashes involving airbag deployment, injury, 

or major property damage [2]. Data from the National Centre of Chronic Disease Pre-

vention and Health Promotion indicates that individuals are three times more likely to 

be involved in a car accident while fatigued [2][3]. Additionally, 1 out of 25 drivers 

confessed to dozing off while driving [3]. While most drivers are aware of the risks 

associated with drinking and driving and texting while driving, many underestimate the 

hazards of driving when drowsy [4]. Moreover, collisions caused by driver hypo-vigi-

lance are more severe than those caused by other types of accidents because drowsy 

drivers frequently fail to execute the appropriate precautions before a collision [5]. A 

driver's vigilance level pertains to their capacity to maintain a state of alertness and 

concentration while operating a motor vehicle [5]. It is intrinsically linked to driver 

weariness. As weariness develops, levels of vigilance diminish. Consequently, the driv-

er's cognitive capacity to comprehend information, respond to potential dangers, and 

retain vehicle control declines [6], and thus, leading to falling asleep [7].  
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For this reason, developing systems for monitoring driver’s level of vigilance and 

alerting the driver, when they are drowsy and not paying adequate attention to the road, 

is essential to reduce the number of accidents. The prevention of such accidents is a 

major focus of effort in the field of active safety research [8]. This research seeks to 

make a valuable contribution to the field by proposing an AIoT accident-avoidance 

model that aims to enhance the early detection of driver fatigue.  

1.1 Artificial Intelligence of Things 

The notion of Artificial Intelligence of Things combines the connection of the Inter-

net of Things (IoT) with data-driven insights from Artificial Intelligence (AI) [9]. AIoT 

is transforming driver fatigue detection systems. AIoT systems utilize sophisticated al-

gorithms and real-time data from IoT sensors to effectively monitor driver behaviour 

and identify indicators of weariness, hence reducing the risk of accidents on the road, 

[10] concurred. AIoT's precision in identifying driver drowsiness is unmatched, as it 

can assess several elements like eye motions, steering behaviors, and vehicle velocity 

to gauge the driver's state of attentiveness [11]. This proactive strategy not only boosts 

road safety but also enhances the driving experience for individuals and fleet operators. 

One major benefit of AIoT is its real time nature [12], implying that the data sourced 

from IoT devices such as a smartphone or smartwatch, is analyzed on the spot, to pro-

vide accurate recommendations. This approach is famous for automated vehicles, traf-

fic monitoring, and smart buildings [10][13][14]. Consequently, since early detection 

requires on-the-spot analysis, this concept is suitable for modelling an accident-avoid-

ance model for detecting driver fatigue presented in this paper. 

 

1.2 Aim of the study 

The critical issue that a fatigue detection system must address is the question of how 

to detect fatigue accurately and early at the initial stage. Possible non-intrusive tech-

niques for detecting fatigue in drivers using computer vision are methods based on the 

movement of the eyes and eyelids, methods based on head movements, and methods 

based on the opening of the mouth [8][11][12]. The researchers have selected this ap-

proach based on mouth opening and yawning in conjunction with driving behaviour at 

the time of suspected yawning, such as erratic steering, extracted from 

smartphone/smartwatch accelerometer and gyroscope sensors.  

 

The paper is outlined as follows: Section 2 following Section 1 (Introduction) is 

presented next addressing the usage of AIoT in driver detection. In Section 3, a meth-

odology to describe the process of model implementation is provided, highlighting the 

components of the Accident-Avoidance model. In Section 4, the model is evaluated, 

with case studies. Section 5 provides a conclusion and recommendations. 
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2 Driver Fatigue Detection 

In this section, we examine the work around the use of AI to detect driver fatigue, 

and how these limitations can be addressed to improve results in terms of accuracy and 

performance. In investigating the literature, we ask the following questions: 

• What are commonly used systems for detecting driver fatigue? 

• What are the limitations of these commonly used systems? 

 

The study by [15] evaluated the sensitivity of PERCLOS70 in detecting drowsiness 

levels to prevent crashes caused by drowsiness. The driving simulator was utilized to 

evaluate participants' performance in a drowsy state, despite its limitations in predicting 

increased crash risk. The simulator consisted of a facial camera, that will capture the 

driver’s face and the data of wearable device (drowsimeter), which consisted of a high-

speed camera, an infrared mirror, and an infrared light. The driving simulator effec-

tively assessed driver performance and drowsy state, demonstrating the effectiveness 

of PERCLOS70 in identifying sleepiness changes. However, the authors have utilized 

an intrusive technique (the Drowsimeter), which is worn by the driver on the head. 

In incorporating IoT in driver fatigue detection, [16] utilized eye-blink recognition 

technology, and vehicle sensors to detect signs of driver fatigue and prevent potential 

accidents. They further implemented a wearable carbon dioxide detection module to 

measure the air quality in a vehicle. Should the concentration be above 1500 ppm, they 

assume that fatigue should appear. Although they presented an implementation of 

drowsy driving prevention system, it shows the applicability of merging both AI and 

IoT to get improved results. However, it also makes use of vehicular sensors, which 

some vehicles may lack. The present accident-avoidance model employs smart device’s 

sensors to attract a wider mass. 

In eliminating intrusive wearables, [10] used video-based data from 13 drivers in 

real driving situations to create and test a method for detecting fatigue. They utilized a 

standard deep feature extraction module along with a customized sleepiness detection 

module to assess driver behaviour and facial expressions for indications of drowsiness. 

Although their results demonstrated promising outcomes, the study's limitation is its 

reliance on data from driving-based video games, which may not accurately represent 

real-world driving conditions. Using mobile device and sensor technology, [16] pro-

posed a fatigue detection system based on Heart Rate Variability that collects data from 

a mobile device and sensor to observe changes in heart rate variability. This can detect 

patterns indicative of fatigue, which can be used for prediction purposes. Similarly, our 

paper proposes the use of a smart device, however, harnessing the power of having AI 

analytics on the spot, to analyze the data, and decide in real-time.  

 

Significant progress has been made in developing technologies and methodologies 

to detect and prevent driver fatigue by studying the use of AI and IoT in Driver Fatigue 

Detection. Nevertheless, there are still gaps and areas that require additional attention 

and enhancement. This research establishes AIoT foundation for Driver Fatigue Detec-

tion, introducing a system that integrates multi-sensor data, overcomes intrusive detec-

tion limitations, and enables real-time monitoring. 
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3 Methodology 

In this section, we explore the Accident-Avoidance Model, and the components that 

make it up. In depth, we will explore the sensing and data collection, suitable machine 

learning algorithms for fatigue detection, and real-time monitoring to generate alerts. 

In exploring the Accident-Avoidance model, we ask the following question: 

• How can a driver fatigue detection system be implemented? 

 

To answer this question, we present an architecture in figure 1 below suitable for AIoT 

projects. The architecture summarizes the steps that are listed hereafter. 

 

Fig. 1. Proposed Accident-Avoidance architecture 

3.1 Proposed Accident-Avoidance Architecture Process Description 

This sub-section outlines the overall process of the architecture depicted in figure 1. 

We delve into each step, providing insights on each method used and tools associated 

with it. The architecture functions over seven steps, namely data collection, feature ex-

traction, machine learning model selection, fusion, real-time monitoring, alert mecha-

nism, and validation and testing. These steps are discussed as follows. 

Step 1: Data collection.  

This study will use the Driver Drowsiness (DD) database to collect physiological 

data. Additionally, smart devices such as smartphones or smartwatches, and cameras 

will be used to collect physiological and motion data [18]. The DD database was down-

loaded from Kaggle. Table 1 categorizes collection of these data based on device type.  
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Table 1. Data collection per device type. 

 Physiological data Motion data 

Smartphone / Smartwatch Heart rate Accelerometer 

 Respiration rate Gyroscope 

 

 Eye tracking data 

Camera Eyelid closure 

 Eye gaze 

 Pupil dilation 

 Facial expressions (yawns) 

 

Dealing with such data requires data anonymization as user privacy is crucial for 

protection. We used the data aggregation technique in which data summarization was 

applied. In this, raw data is converted to statistical summaries (means and ranges). Fur-

thermore, we aggregated the data collected over short time windows to reduce the res-

olution using time series aggregation.  

Step 2: Feature extraction.  

From the real-time physiological and behavioral data collected, we extract relevant 

features, which are eye movement patterns, facial expressions, yawns, and vehicle pa-

rameters like sudden erratic steering. Table 2 categorizes these features by data type. 

Table 2. Feature selection by data type. 

 Physiological data 

Heart rate Average heart rate 

 Heart rate variability 

 Motion data 

Accelerometer  Standard deviation of acceleration 

 Frequency of sudden acceleration changes 

Gyroscope Frequency and duration of head nods 

 Head tilt angle 

 Camera Data 

Eyelid closure Blink rate 

 Closed eye duration percentage 

Eye gaze Frequency of glances away from the road 

 Duration of fixation on specific areas of interest 

Pupil dilation Average pupil diameter 

 

 

 

Heart rate features 
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A significant increase or decrease from the driver’s baseline will assist in determin-

ing fatigue or stress. Moreover, a reduced heart rate variability (HRV) can also suggest 

driver drowsiness. 

Accelerometer and gyroscope features 

A higher standard deviation of acceleration can indicate erratic movements, which 

are associated with drowsiness. Furthermore, sharp increases and decreases in speed 

can suggest compromised focus. 

Excessive head nodding is another indicator of drowsiness. In addition, a sustained 

head tilt away from the road suggests inattentiveness. 

Camera data features 

In terms of eyelid closure, a significant increase in the blink rate can signal driver 

drowsiness. Using percentage of closed eye duration, we can quantify the severity of 

eyelid closure. 

In terms of eye gaze, frequent glances away for extended periods could suggest dis-

traction and drowsiness. 

With regards to pupil dilation, identifying persistent dilation is crucial as it is linked 

to drowsiness and fatigue. 

Step 3: Machine learning model 

In this stage, we select machine learning models for real-time driver fatigue detec-

tion. We select support vector machine (SVM) based on the comparison from [21], 

where it achieves over 90%. Moreover, we opt for SVM as they are known for their 

efficiency in training and predictions, making them suitable for real-time applications. 

In improving the overall accuracy of driver fatigue detection, we combine SVM with 

CNN to achieve better eye tracking.  

Step 4: Multi-modal fusion  

The multi-modal early fusion approach will be implemented to get better and more 

accurate insights as data is from multiple heterogeneous channels across different mo-

dalities. We’ll use a multimodal fusion transformer [17] because it is said to be better 

at classification tasks when compared to classical convolutional models. The objective 

is to enhance the accuracy and robustness of fatigue detection algorithms. 

 

The early fusion approach works as follows: 

• Data processing: Raw data streams from the camera, and physiological sensors 

are combined prior to feeding them into the model. 

• Feature engineering: Feature engineering techniques such as one-hot encoding 

are performed on the combined raw data to create a new feature set that lever-

ages the strengths of both data sources. 

• Feeding into SVM: The combined feature set is then fed into the SVM for clas-

sification. 
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Step 5: Real-time monitoring  

We then propose a design that serves as a concept for observing physiological and 

behavioral data to detect signs of fatigue during driving sessions. 

Step 6: Alert mechanism 

This feature forms as an extension to real-time monitoring, to quickly alert, warn, 

and notify the driver when signs of fatigue are detected.  

Step 7: Validation and testing 

Use cases will be to validate the accuracy of the accident-avoidance model proposed.  

 

A flowchart of the major functions of the accident-avoidance model is shown in Figure 

2 below. After obtaining the video file of the driver's image, it is converted into con-

secutive frames of images. The skin-color-based algorithm is applied to detect the face 

portion of the image. Since eyes lie in the upper half portion of the face, the lower half 

of the face is removed to narrow down the search area where the eyes exist. This reduces 

the amount of data in the image while retaining much of the critical information needed. 

The energy value of each frame is calculated, and it is used to differentiate between the 

open and closed eyes. 

 

Fig. 2. Flowchart of the major functions of the accident-avoidance model. 

3.2 Driver Drowsiness-Database: 

The dataset includes recordings from four EEG channels, two EOG channels, and one 

ECG channel, along with annotation files for each volunteer and experiment trial. The 

signals and annotations are in edf format, generated twice for each volunteer, and in-

clude time marks for drowsiness, as recorded by the event push button. The labeling of 

files shows the information of #volunteer, gender, #trial, and signal type/channel.  
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The DD-Database is a collection of physiological signals from 10 healthy volunteers 

aged 20-50, collected during a driving simulator experiment. The data includes signals 

from four EEG channels, two EOG channels, and one ECG channel, along with anno-

tation files. The experiment was conducted in two trials, each lasting 2 hours. The da-

tabase contains 40 hours of information, contributing to the development and evalua-

tion of algorithms for detecting drowsiness in drivers. The signals and annotations have 

labeling showing volunteer, gender, trial, and signal type/channel. Figure 3 below 

shows sample events that occurred. 

 

Fig. 3. Sample data of the DD-Database 

3.3 Face detection:  

Face location and detection are often the first steps in applications such as face recog-

nition and/or facial expression analysis. In this paper, the detection of the face is per-

formed using the following steps: Thresholding of an image is done from a grayscale 

image; it is used to create a binary image, which is used to distinguish between the 

object and the background. Thresholds are often determined based on surrounding 

lighting conditions and the complexion of the driver. To eliminate the noise left after 

thresholding, filtering is done by a Sobel filter. The Sobel Edge detector is used to de-

tect edges based on applying a horizontal and vertical filter in sequence. The driver's 

face is detected using LBP (local binary pattern), which splits the image into four quad-

rants and then identifies the top and bottom portions."Fig.4" illustrates how LBP ex-

tracts a picture from a video, divides it into blocks, generates an LBP histogram from 

each block, and creates feature histograms. 
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Fig. 4. Local Binary pattern 

 

Below is the mathematical code used for face detection. 

 

S= {∑, F, δ, C} S = Face Recognition. ∑ = set of input symbols = {Video File, 

image, character information} F = set of output symbol = {Match Found then notifica-

tion to user, Not Found} δ = 1. 

3.4 Mouth detection algorithm: 

This mouth detection procedure classifies images based on the value of simple fea-

tures. This image-based detection algorithm works on uncompressed images and has 

proven to be robust under various lighting conditions. The method is based on a cascade 

of boosted classifiers of simple Haar-wavelet-like features on different scales and po-

sitions. The features are brightness and contrast-invariant and consist of two or more 

rectangular region pixel sums that can be efficiently calculated by the canny integral 

image [19]. The feature set is overcomplete, and an adaptation of the AdaBoost learning 

algorithm is proposed to select and combine features into a linear classifier. To speed 

up detection, we used a cascade of classifiers such that every classifier could reject an 

image. All classifiers are trained to reject part of the candidates, such that on average 

only a small number of features are used per position and scale. After all possible mouth 

candidates are obtained, a grouping algorithm reduces groups of mouth candidates into 

single positive detections. 

3.5 Fatigue detection 

Fatigue detection has two phases: one is the training phase, and the other is the de-

tection phase. SVM is a useful technique for data classification. A classification task 

usually involves training and testing data, which consists of some data instances. Each 

instance in the training set contains one “target value" (class labels) and “several attrib-

utes" (features). The goal of the SVM used in this paper is to produce a model that 

predicts the target value of data instances in the testing set, which are given only the 

attributes. 

 

SVM requires that each data instance be represented as a vector of real numbers. 

Hence, if there are categorical attributes, we first must convert them into numeric data. 
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Scaling them before applying SVM is very important. The main advantage is to avoid 

having attributes in greater numeric ranges dominate those in smaller numeric ranges. 

The RBF kernel nonlinearly maps samples into a higher-dimensional space, so it, unlike 

the linear kernel, can handle the case when the relation between class labels and attrib-

utes is nonlinear. The second reason is the number of hyperparameters, which influ-

ences the complexity of model selection. The polynomial kernel has more hyperparam-

eters than the RBF kernel. Finally, the RBF kernel has fewer numerical difficulties [20]. 

 

There are several advantages to SVMs. The most important advantage is that during 

the training process, only a few vectors out of the training set are selected to become 

support vectors. This reduces the computational cost and provides a better generaliza-

tion. Another advantage is that there are no local minima in the quadratic program, so 

the solution found is always the optimum of the given training set. Finally, the main 

advantage is that the solution is not dependent on start conditions, unlike neural net-

works. 

 

4 Discussions and Conclusion 

This paper describes the various methods for detecting a driver's drowsiness by an-

alyzing facial images taken by a camera installed in the dashboard. This system in-

volves different steps such as Face detection, mouth detection fatigue detection then 

accident avoidance. The first step of face detection will be done through thresholding 

which will be performed so that the images may be clearly distinguished and do not 

include the unwanted background. The Sobel filter will then be used to eliminate the 

noise left after thresholding. In the second step, the AdaBoost learning algorithm will 

be used to combine features into a linear classifier to do mouth detection. Detection of 

the fatigue is done using SVM which is a useful technique for data classification. One 

of the challenges identified may be reading the photos after sunset may be difficult if 

there is inadequate light. This is in line with [21] who stated systems used in a controlled 

setting are a significant disadvantaged, since these systems must be evaluated in real-

world driving situations under extremely safe settings before they can be considered 

reliable. This study also support [22] who combined CNN and VGG16 models,  to 

detect facial sleepiness expressions and classified them into four categories (open, 

closed, yawning, and no yawning).  The developed model may have trouble identifying 

the driver's eyeglasses wear. Future studies may include the use of light when it’s dark 

to do away with the darkness challenge. 
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Abstract. As healthcare systems worldwide continue to grapple with
the challenges of interoperability, data security, and accessibility, inte-
grating emerging technologies becomes imperative. This paper investi-
gates the implementation of blockchain technology, specifically Hyper-
ledger Fabric, for Electronic Health Records (EHR) management at Frere
Hospital in the Eastern Cape province of South Africa. The paper exam-
ines the benefits and challenges of integrating blockchain into healthcare
information systems. Hyperledger Fabric’s modular architecture is har-
nessed to create a secure, transparent, and decentralized platform for
storing, managing, and sharing EHRs among stakeholders. The study
used a mixed-methods approach, integrating case studies and data col-
lection methods through observation and informal questions, with the
specific goal of understanding current record management methods and
challenges. This method o↵ers practical insights and validates the ap-
proach. The result demonstrates the role of blockchain in transforming
healthcare, framed within a rigorous exploration and analysis. The find-
ings of this study have broader implications for healthcare institutions
seeking advanced solutions to address the persistent challenges in elec-
tronic health record management. Ultimately, the research underscores
the transformative potential of blockchain technology in healthcare set-
tings, fostering trust, security, and e�ciency in the management of sen-
sitive patient data.

Keywords: Blockchain E-Health Hyperledger Fabric Electronic
Health Records.

1 Introduction

Blockchain technology has expanded beyond its original connection with finan-
cial technology and is now making its way into di↵erent areas, such as healthcare
[1, 2]. Blockchain is recognised for its ability to disrupt banking institutions and
its close association with cryptocurrencies. It is now being seen as a promis-
ing way to improve data security, transparency, and interoperability in health-
care environments [3]. Initially, cryptocurrencies like Bitcoin relied on blockchain
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as their foundational technology. It functions as a decentralised and unchange-
able system of record-keeping. By utilising cryptographic techniques, it ensures
transparency, security, and tamper-resistance when storing transactions or data
records across a dispersed network of nodes. According to Tseng and Shang
[4], it removes the necessity for intermediaries seen in conventional centralised
databases, enabling direct transactions between peers while preserving the in-
tegrity of data.

Managing electronic health records (EHR) in the traditional healthcare sys-
tem encounters notable hurdles such as data security risks, interoperability
problems, and administrative ine�ciencies. The problems impact patient pri-
vacy, impede smooth information sharing between healthcare professionals, and
lead to ine�ciencies in healthcare service delivery. Despite attempts to tackle
these issues with technical progress, current solutions have not fully achieved
widespread and lasting enhancements in EHR management. Hyperledger Fabric
[5], an open-source blockchain platform designed for enterprise use, shows great
potential for transforming multiple industries, such as healthcare. Its distinctive
attributes make it especially suitable for tackling the issues found in conventional
healthcare information management systems [6]. By providing unique benefits
compared to other blockchain frameworks and conventional data management
methods, it is suitable in healthcare settings. For example, Hyperledger Fabric’s
permissioned blockchain network allows for greater control over who can access
and contribute to the stored data, ensuring privacy and security. By harnessing
the power of this innovative technology, healthcare facilities can enhance the
quality of care they provide while reducing costs and increasing patient trust.

The motivation for the study is due to the benefits of this technological
innovation as well as its security, technical aspects, and operational feasibility at
healthcare facilities. The current increase in specialised healthcare services and
patient movement emphasises the crucial need to provide healthcare facilities
with thorough patient medical histories. Sharing clinical data securely across
several healthcare facilities is a complex task that demands a careful equilibrium
between confidentiality, data integrity, and patient privacy.

The main contribution of the paper is to explore the transformative potential
of implementing a blockchain-based Electronic Health Record (EHR) system.
aiming to revolutionise healthcare data management and improve patient care
outcomes. Other specific contributions of the paper include:

– examining the viability, advantages, and obstacles of implementing a blockchain-
based EHR system

– the implementation of the blockchain-based EHR system.

The Frere Hospital, where the study is conducted as a case study, is a provin-
cial and public hospital, and it plays a vital role as the primary medical facil-
ity catering to the healthcare needs of East London and the broader Eastern
Cape region in South Africa. It focuses on providing essential medical services
to underprivileged communities, ensuring access to quality healthcare for all.
By introducing a blockchain-based solution, the study seeks to demonstrate the
potential benefits of blockchain technology in improving data security, integrity,
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and accessibility in healthcare settings. While the system is initially an ongoing
research project, its ultimate goal is to showcase its feasibility and e↵ectiveness
in real-world healthcare environments and potentially pave the way for adoption.

The remaining part of the paper is structured as follows: Section 2 discusses
the literature review; Section 3 explains the methods; the discussion on the
implementation is in Section 4; and Section 5 concludes the paper.

2 Literature review

2.1 Background

Blockchain has emerged as a very significant and rapidly evolving subject on a
global scale, especially in the context of financial technologies, since the start of
the 21st century. This technology, in conjunction with distributed database tech-
nologies, plays a crucial role in facilitating advancements in distributed transac-
tion and ledger systems, hence creating fresh possibilities for digital platforms
and services [14, 13]. According to Bhutta et al. [15], the blockchain environ-
ment consists of a decentralised system that uses cryptography to record and
store an unchangeable, reliable, and sequential log of transactions amongst in-
terconnected participants. Similar to a distributed ledger, the parties involved
maintain, update, and validate this system. This approach eliminates the ne-
cessity of a central authority to authenticate transactions, as all members of
the network collectively verify and safeguard the information [16]. The exten-
sive implementation of blockchain technology across multiple sectors, such as
finance[17], supply chain management[14], healthcare[2], and voting systems[18],
is mostly due to its high level of transparency and security. The potential uses
of blockchain technology are extensive, with certain experts forecasting that it
has the ability to fundamentally transform the methods by which we engage in
commerce and transfer assets in the coming years.

The healthcare management sector is constantly changing as new technical
advancements provide fresh ways to tackle long-standing challenges. Blockchain
technology’s implementation in healthcare represents a fundamental shift in the
management of electronic health records (EHRs) and patient data [3]. Although
traditional EHR systems have been e↵ective in converting medical records into
digital format and improving administrative e�ciency, they frequently encounter
challenges with the accuracy and security of data, as well as the capacity to
seamlessly exchange information with other systems. Menachemi and Collum
(2011) opined that EHR systems face some challenges, including high upfront
costs, ongoing maintenance expenses, workflow disruptions leading to temporary
productivity losses, and potential privacy concerns among patients. Specifically,
blockchain provides a secure and verifiable record of patient data exchanges,
which helps address these di�culties. It enhances data security and confiden-
tiality by decentralising data storage and employing cryptographic techniques
to prevent unauthorised access, data breaches, and manipulation.

Furthermore, the distributed architecture of blockchain allows for e↵ortless
compatibility between di↵erent healthcare systems and participants, facilitating
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the safe transfer of patient information between di↵erent organizations. Inter-
operability is especially vital in healthcare settings, as patient care frequently
requires cooperation across many clinicians and institutions. The lack of interop-
erability, as stated by Iroju et al. [20], poses significant challenges in healthcare
systems, where health practitioners may face di�culties in obtaining complete
patient information, leading to repeated tests and procedures. Healthcare or-
ganisations may optimise data sharing processes, boost care coordination, and
improve patient outcomes by utilising blockchain technology. Also, blockchain
technology has the potential to empower patients by giving them more author-
ity over their health data, enabling consent management, and promoting trans-
parency in healthcare transactions [21].

Although blockchain has great promise, its implementation in the healthcare
industry is not without obstacles. According to Sharma and Joshi [22], low aware-
ness of legal issues and inadequate support from high-level management are the
most influential driving barriers, based on their study on blockchain adoption
in the Indian healthcare industry. However, the investigation of blockchain tech-
nology in healthcare gives a promising chance to tackle the intricacies of EHR
management, boost data security and interoperability, and eventually improve
the provision of healthcare services to patients.

2.2 Related Work

In healthcare, studies have been conducted on the impact and feasibility of
blockchain to enhance healthcare service delivery [6–11, 21, 22]. Several of these
studies have shown promising results, particularly in enhancing patient data se-
curity and improving interoperability among di↵erent healthcare providers. It
was stated by Pandey and Litoriya [7] that blockchain provides a secure and
transparent system for integrated healthcare services, ensuring corruption-free
and e�cient implementation of nationwide health insurance programs. Further-
more, research has also highlighted the potential of blockchain technology in
reducing medical errors [9, 8] and improving overall patient care quality. Over-
all, the existing literature emphasises the importance of analysing and designing
blockchain-based EHR systems to revolutionise healthcare delivery. An impor-
tant feature of blockchain technology in healthcare, specifically using Hyper-
ledger Fabric, is its capacity to guarantee the integrity and confidentiality of
data [10]. This, in turn, improves patient privacy and security. In the study by
Sutradhar et al. [6], the paper presents a specialised framework for managing
identity and access in the healthcare industry using blockchain technology. By
utilising Hyperledger Fabric and OAuth 2.0, it was shown that the framework
guarantees improved security and scalability while also providing transparency,
immutability, and fraud prevention.

Another interesting approach was by Antwi et al. [10]; the study examines
the practicality of using private blockchain technologies, notably Hyperledger
Fabric, to address di↵erent requirements and scenarios in the healthcare indus-
try. Empirical assessments in the study reveal the significant advantages of the
approach, such as heightened security, adherence to regulations, interoperability,
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adaptability, and scalability, hence demonstrating their potential to e�ciently
tackle crucial issues in healthcare data management. The study by Stamatellis et
al. [11] also looked at the changes that have happened in healthcare from using
paper-based systems to electronic health records (EHRs) and the problems that
have come with them, mainly looking at cybersecurity risks like malware and
ransomware. It specifically focuses on notable events like the WannaCry ran-
somware cryptoworm and the Medjack cyberattack. The research highlights the
susceptibility of conventional EHR databases to typical methods of attack and
emphasises the necessity for a scalable, unchangeable, transparent, and secure
solution to tackle these di�culties. The results of the experimental evaluation
provide evidence of the advantages of the method in improving security, compli-
ance, compatibility, flexibility, and scalability. This o↵ers a potential alternative
for managing decentralised medical data, as also implied in this research.

Similarly, an e↵ort by Al-Sumaidaee et al. [12] addresses the di�culties
in the healthcare sector caused by inadequate interoperability and fragmented
communication systems, which have negative e↵ects on patients, resources, and
costs. The paper suggests implementing blockchain technology, specifically Hy-
perledger Fabric, to enhance the exchange of information among various health-
care organisations by introducing a trust element. It emphasises the substantial
influence of factors such as workforce size and transactions per second (TPS) on
network latency and overall throughput. The studies emphasise the potential of
blockchain technology, specifically Hyperledger Fabric, in strengthening health-
care service delivery, improving patient data security, minimising medical errors,
and transforming healthcare practices. Although recent studies show encourag-
ing outcomes, there are still unresolved concerns that need to be tackled. Some
of the challenges include scalability, regulatory compliance, interoperability, and
the requirement for additional empirical validation in real-world healthcare envi-
ronments. This study conducted empirical assessments and real-world implemen-
tations to provide practical insights and validation for the solutions, considering
these issues. It is aimed at enhancing patient outcomes and healthcare service
delivery by raising awareness and acceptance of blockchain technology in the
healthcare sector.

3 Methods

The study uses a mixed-methods approach, starting with requirement gathering,
to investigate the adoption of blockchain technology, specifically the Hyperledger
Fabric, for the management of electronic health records (EHR) at Frere Provin-
cial Hospital. The implementation was divide into separate components, each of
which fulfils a specific role in the system’s functionality. The main constituents
consist of the Hyperledger Fabric network and distributed ledger, smart con-
tracts, the application Software Development Kit (SDK), and the application
frontend.
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3.1 Requirement Gathering

The research collected data as part of the requirement gathering for the system
implementation. The goal was to gather patient insights while also observing the
operational dynamics at Frere Provincial Hospital. A structured questionnaire
was designed as a form of standardised format for data collection. To encourage
open and honest feedback, the respondents were assured of the anonymity of
their responses. It was distributed to a sample group of patients, encompassing
a diverse demographic. This was to investigate concerns related to the current
non-digital storage of medical records and assess the perceived impact of admin-
istrative processes on the overall service delivery experience.

For the on-site operational observations, physical observation was conducted
in the hospital environment, paying attention to document handling, data re-
trieval, and administrative workflows. This was followed by an informal interview
with the hospital sta↵ to gather qualitative insights into the challenges faced in
data management. Prior informed consent was obtained from participants in
adherence to ethical considerations without collecting personally identifiable in-
formation.

Figure 1 provides a visual representation of the requirement-gathering anal-
ysis, based on responses from a random sample of 10 patients. Subfigure 1(a)
shows the frequency of patient visits to the hospital, with 70% of respondents
visiting regularly (more than five times), indicating a high reliance on the hospi-
tal’s services. Subfigure 1(b) illustrates the awareness of electronic health records
(EHR) among patients, revealing that 60% of respondents are not aware of
EHRs, suggesting a significant gap in patient knowledge about digital health
record systems. Subfigure 1(c) depicts the experience of patients with EHRs;
70% of respondents have no prior experience with EHRs, highlighting the lack of
exposure and potential challenges in transitioning from a non-digital to a digital
record-keeping system. Finally, subfigure 1(d) reveals that 60% of respondents
are dissatisfied with the current manual record-keeping system, pointing to a
critical need for improvement in the hospital’s data management processes. This
data underscores the necessity for implementing a blockchain-based EHR system
to enhance e�ciency, security, and patient satisfaction.

3.2 The Hyperledger Fabric Components

The Hyperledger Fabric’s components are crucial and provide the technical foun-
dation for understanding the application of the proposed blockchain technology
implementation for electronic health records (EHR).

The modular architecture of the Hyperledger Fabric, as described in Figure
2, is specifically designed to o↵er a flexible and scalable framework for blockchain
solutions, forming the backbones of the entire application, managing the ledger,
and facilitating interactions between various participants. The smart contracts
are crafted using JavaScript, a versatile and widely used programming language.
These contracts define the transactional logic and rules governing the interac-
tions between di↵erent entities within the Hyperledger Fabric network. The front
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(a) Visit to Hospital (b) EHR Awareness (c) EHR Experience

(d) Record Keeping
Satisfaction

Fig. 1. Insights on Electronic Health Record System: (a) Frequency of hospital visits
among patients (b) Awareness of Electronic Health Records (EHR) (c) Experience with
using EHR systems (d) Current record keeping satisfaction.

end of the application used Angular, a popular web application framework. An-
gular1 provides a robust and dynamic user interface, enabling a user-friendly
experience. It serves as the interface through which users (patients, doctors, and
administrators) interact with the system. The test network adaptation entails
transforming organizations within the network to represent distinct hospitals.
This modification entails adjusting Docker files, configuration files, and corre-
sponding certificates. Specifically, alterations are made to organization names in
the “configtx.yaml” file, and adjustments are applied to the certificate authorities
in the docker-compose file. Afterwards, the files that reference these configura-
tions are updated. Once this custom network is set up and a designated channel
is established, as shown in the architecture, the necessary certificates are made
for the organisation and peers that are involved. Also, as illustrated in Figure
2, the Hyperledger Fabric architecture comprises two main organisations: Org1
(hospitals or clinics) and Org2 (patients). Each organisation has peers—Peer0
for doctors and Peer1 for patients—connected via Channel 1, which ensures se-
cure, transparent, and verifiable data exchanges. Both peers maintain a ledger
(L1) that records all transactions. The Client SDK facilitates application in-
teractions with the blockchain network, while the Membership Service Provider
(MSP) handles identity management, ensuring authorised access. The Certificate
Authority (CA) issues digital certificates for identity validation, enhancing the
system’s security. This architecture supports secure, e�cient data sharing, giv-
ing patients control over their health records, and enabling healthcare providers
to update patient information as needed.

3.3 Smart contract implementation and role-based access control

In line with the application’s modularity, all components are pluggable. The
backend code and smart contracts utilise ExpressJS as a server to deliver REST

1 https://angular.io/
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Org1 (Hospital/Clinic) Org2 (Patient)

Peer0 (Doctor) Peer1 (patient)

L1 L1

Channel 1

Client SDK

MSP

CA

Fig. 2. Overview of the Hyperledger Fabric Architecture

APIs. Communication between the frontend and backend is facilitated through
REST calls, incorporating JSON web tokens for authentication. he fabric frame-
work supports two databases - LevelDB and CouchDB. The CouchDB database
was chosen due to its enhanced flexibility, especially in handling images and
supporting indexes, and features vital for the healthcare context. Given that
all patient data resides within the CouchDB, obviating the need for a separate
Electronic Health Record (EHR) store, CouchDB aligns perfectly with the sys-
tem’s requirements. In this architecture, CouchDB is leveraged to store the world
state. This design choice eliminates the need to query the entire transaction log
for each transaction request, streamlining system e�ciency. By providing quicker
access to relevant information without traversing the entire transaction history,
CouchDB optimises the overall performance of the system.

In the application, all the executable business logic is encapsulated within
smart contracts. This implies that any operations involving the creation, re-
trieval, update, or deletion of records in the distributed ledger are orchestrated
through smart contracts. Each functionality required by the system to interact
with the Hyperledger Fabric (HLF) network is encapsulated within a separate
function for clarity and ease of maintenance.

As depicted in Figure 3, there are three primary smart contracts packaged
into a single chaincode, each catering to specific roles (Admin, Patient, Doctor):

– AdminContract: Invoked by the administrator, this contract endows the ad-
min with the capability to create and delete patient records by adding or
removing patient objects from the ledger. The admin can also retrieve infor-
mation on all patients across the network.

– PatientContract: Designed for patient interactions with the ledger, this con-
tract encapsulates logic tailored for the patient’s role. Specifically, the patient
can update and view personal details and passwords through the methods
defined in the contract. Additionally, the patient contract includes methods
to grant and revoke access from a doctor.
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– DoctorContract: Tailored for doctor interactions, this contract provides meth-
ods enabling doctors to update and read patients’ medical details.

Fig. 3. Relationships and Dependencies between the Contract Classes

The main reason for the three smart contracts is to ensure that each role has
appropriate access to data on the ledger. Only the PatientContract has the right
to update personal details, grant or revoke access, and update the password. Sim-
ilarly, the doctor’s methods are inaccessible to the patient or admin. While the
readPatient method is common for all roles, the data retrieved by the contracts
varies based on the role (i.e., the admin has access to patient names, the doctor
has access to medical records, and the patient has access to the entire patient
objects). This is to ensure a granular and role-specific access control mechanism
within the system on the Hyperledger Fabric. The breakdown of the key com-
ponents of the hyperledger fabric in Algorithm 1 (Figure 4) illustrates the steps
involve in setting up the network, deploying smart contracts, and performing
transactions.

4 Discussion

The implementation of the blockchain-based Electronic Health Records (EHR)
management system at Frere Provincial Hospital yielded promising results across
various test cases involving three sets of users: administrators, doctors, and pa-
tients. Through rigorous testing, the system demonstrated its e�cacy in enhanc-
ing data security, streamlining administrative processes, and improving patient
care delivery. Figure 5 shows a sample deployment of a local test fabric network,
the installation and instantiation of a healthcare chaincode, and the visualisation
of the transaction history using the Hyperledger Explorer.

The testing was conducted in separate phases, specifically focusing on as-
sessing the specific features designed for administrators, doctors, and patients.
Every stage yielded valuable observations regarding the system’s performance,
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Algorithm 1 Setting Up Hyperledger Fabric Network and Smart Contracts

1: Initialization
2: Define Org1 (Hospital/Clinic) and Org2 (Patients)
3: Create Peer0 for Org1 and Peer1 for Org2
4: Establish Channel 1 for communication between peers
5: Configure Membership Service Provider (MSP) for identity management
6: Setup Certificate Authority (CA) for digital certificates issuance
7: Smart Contracts Development
8: Develop AdminContract, PatientContract, and DoctorContract using JavaScript
9: Package contracts into chaincode

10: Network Deployment
11: Deploy chaincode onto the Hyperledger Fabric network
12: Initialize CouchDB for world state storage
13: Transactions Management
14: AdminContract
15: Create and delete patient records
16: Retrieve information on all patients
17: PatientContract
18: Update and view personal details and passwords
19: Grant and revoke access to doctors
20: DoctorContract
21: Update and read patients’ medical details
22: Access Control
23: Ensure role-specific access to data on the ledger
24: Implement granular access control for Admin, Patient, and Doctor roles

Fig. 4. Algorithm for Setting Up Hyperledger Fabric Network and Smart Contracts

usability, and impact on healthcare service delivery. Figure 6 shows the complete
Hyperledger Explorer integration.

Overall, our findings from comparing traditional record systems, analysing
data from requirements gathering, and implementing the blockchain-based elec-
tronic health records (EHR) systems reveal the following:

– Hyperledger Fabric’s decentralised structure eliminates vulnerabilities asso-
ciated with centralised traditional database systems.

– The automatic correction mechanisms of Hyperledger Fabric enhance its
e↵ectiveness in mitigating manipulation risks. This provides reassurance re-
garding the integrity and authenticity of healthcare data, addressing con-
cerns prevalent in traditional database systems.

– Hyperledger Fabric’s ledgers ensure data permanence, contrasting with the
mutable nature of traditional databases. This highlights the significance of
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Fig. 5. The Fabric Network Deployment

Fig. 6. The Hyperledger Explorer Integration

data integrity and permanence in healthcare settings, where accurate and
reliable records are paramount.

5 Conclusion

The study examines the implementation of Hyperledger Fabric, a type of blockchain
technology, for managing electronic health records at Frere Provincial Hospital.
The study demonstrated the pragmatic application and advantages of blockchain
technology in healthcare information systems. The study o↵ers insightful infor-
mation about how blockchain technology can revolutionise healthcare informa-
tion systems by enhancing EHR management e�ciency, security, and privacy.
Although our study highlights the potential use of blockchain technology in the
management of electronic health records, it is important to acknowledge our re-
search’s limitations. As part of our ongoing exploration of this technology, the
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study is a preliminary investigation into the practical deployment and advan-
tages of blockchain technology in healthcare settings. The findings, derived from
a single case study, may not comprehensively encompass the intricacies and com-
plexities of wider healthcare settings. In light of our practical implementation of
the system, additional investigation and experimentation are necessary to thor-
oughly examine the complete functionalities and prospective uses of blockchain
technology in healthcare settings. Specifically, challenges persist within the Hy-
perledger Fabric necessitating ongoing development, such as transaction history
retrieval issues and performance concerns, which underscore the need for con-
tinued refinement.
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Abstract. The COVID-19 pandemic has witnessed an alarming ex-
pansion of misinformation, posing critical threats to public health. This 
research focuses on detecting misinformation within text data sourced 
from South African healthcare datasets during the COVID-19 crisis. The 
study aims to improve automated misinformation detection models tai-
lored to the South African context by leveraging natural language pro-
cessing (NLP) techniques and machine learning algorithms such as Lo-
gistic regression (LR). The investigation involves extensive analysis of 
datasets containing COVID-19 healthcare-related text, including the 
training and evaluation of machine learning models. In addition, NLP 
techniques, including LR, will be utilized to extract key features indica-
tive of misinformation. The findings are poised to advance the develop-
ment of effective tools and strategies to combat misinformation. Moreo-
ver, the study will adopt an inclusive approach by conducting analyses 
in both English and low-resource languages like isiZulu. This is critical 
to enhancing public health communication and strengthening defenses 
against the potential resurgence of COVID-19, thereby safeguarding 
public well-being. 

Keywords: Natural Language Processing (NLP), Misinformation Detection, 
COronaVIrus Disease of 2019 (COVID-19), Logistic Regression (LR). 
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1 Introduction 

The COVID-19 pandemic was not only a health crisis, but also fueled the widespread 
dissemination of misinformation through various communication channels, particularly 
social media. This misinformation often pertained to the treatment, vaccines, and pre-
vention of COVID-19 [1]. In addition to reliable information on online platforms, there 
is an immense amount of misinformation circulating which can confuse, leading to un-
safe health care decisions and distrust amongst society. To protect the public’s health 
and ensure the accurate spread of information, it is essential to establish effective strat-
egies for detecting and eliminating misinformation.  

Misinformation is the unintentional spread of false information [1-2] while disinfor-
mation is the deliberate creation and sharing of false information with the intention to 
mislead or deceive [1-2]. Misinformation detection has grown to be a crucial compo-
nent of global digital health care. This research topic has been covered on a global scale 
but not particularly in a context that is beneficial for the African population. This study 
focuses on the use of machine learning methods and natural language processing (NLP) 
[2] approaches to address misinformation in text concerning COVID-19 healthcare 
within the South African society. The dataset used in this research includes isiZulu and 
English languages, reflecting the linguistic diversity of the South African population. 
The research seeks to use systems that can automatically and accurately identify mis-
information in a textual context.  

The primary machine learning model employed in this study is the Logistic regression 
(LR) classifier [3], a deep learning model known for its effectiveness in sequence data 
analysis. The objective of this research is to explore and evaluate various methods and 
algorithms for detecting misinformation in COVID-19 healthcare-related text within 
online platforms such as X (formerly known as Twitter) in a South African context. By 
examining the existing literature, we aim to identify gaps in the current global 
knowledge, evaluate the effectiveness of different approaches, and propose innovative 
strategies for enhancing misinformation detection in the context of healthcare that ef-
fectively accommodates the South African population.  

The proposed research will adopt a data-driven approach [4], utilizing large datasets of 
COVID-19 healthcare-related text from reputable sources, as well as datasets contain-
ing misinformation. We will evaluate models, with LR classifier as the primary model, 
that accurately differentiate between credible and non-credible information using inno-
vative machine learning algorithms [5]. Transformer models such as BERT (Bidirec-
tional Encoder Representations from Transformers) [6] and other deep learning models 
will be explored to detect misinformation in healthcare texts for future work. The out-
comes of this research will support evidence-based decision-making, enhance public 
health communication, and mitigate the harmful effects of misinformation about the 
COVID-19 crisis. By developing reliable and efficient systems for misinformation de-
tection, we can contribute to a more informed society and ensure the well-being of in-
dividuals and communities in South Africa.  
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The rest of the paper is structured as follows: Section 2 presents some of the related 
works on misinformation detection and Section 3 presents the methodology employed, 
while Section 4 and Section 5 present the findings and the conclusion, respectively. 

2 Related Works 

As the challenge of combating COVID-19-related misinformation and fake news in-
tensifies, researchers have engaged in significant efforts to develop novel techniques 
and models for identifying and mitigating false information during the pandemic. This 
section reviews pertinent literature and contributions in this research domain. Detection 
of COVID-19 Misinformation: Hossain et al. [7] presented “ COVIDLies,” an approach 
to detecting COVID-19 misinformation on social media. Their work highlights the im-
portance of real-time monitoring and analysis of user-generated content during health 
crises.  

 
Machine Learning for Fake News Detection: Malla and Alphonse [5] employed ensem-
ble pre-trained deep learning models for detecting informative tweets related to 
COVID-19. This approach showcases the application of machine learning in identify-
ing and categorizing relevant content during the pandemic. Transformer-Based Models:  
Gundapu and Mamidi [6] proposed a transformer-based automatic COVID-19 fake 
news detection system. Their work explores the potential of transformer architectures 
in addressing the unique challenges posed by the infodemic.  
 
NLP Techniques: Meystre et al. [4] emphasized the role of natural language processing 
in COVID-19 predictive analytics and data-driven patient advising. Their approach lev-
erages NLP to provide data-driven insights amid the pandemic. Sentiment Analysis: 
Iwendi et al. [8] delved into sentiment analysis of COVID-19-related fake news. Their 
work showcases the importance of understanding the emotional context surrounding 
misinformation. Information Dissemination on social media: Shams et al. [2] intro-
duced the” SEMiNExt” extension, a web search engine misinformation notifier, offer-
ing a machine learning-based approach to tackle misinformation during the COVID-19 
pandemic. Their work underscores the value of real-time interventions.  
 
This related work exemplifies the diverse range of approaches adopted by researchers 
in the domain of COVID-19 fake news detection. Machine learning, NLP, and senti-
ment analysis techniques have emerged as essential tools in identifying and combatting 
misinformation. These studies collectively contribute to the evolving landscape of so-
lutions addressing the COVID-19 infodemic.  
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3 Methodology  

The methods which are presently used to identify false information frequently rely on 
labor-intensive and error-prone manual fact-checking [9]. Although automated misin-
formation detection using NLP approaches and machine learning algorithms have 
demonstrated promising results, their usefulness in a South African COVID-19 
healthcare context remains uncertain. Consequently, this research aims to evaluate a 
model for the effective identification of misinformation in the COVID-19 healthcare-
related text dataset for South Africa. This research evaluates a model for the effective 
identification of misinformation in the COVID-19 healthcare-related text dataset for 
South Africa. To achieve this, we collected text data and pre-processed it, we then em-
ployed a logistic regression multinomial classifier, to train the model. The performance 
of the model was evaluated using metrics such as precision, recall, F1-score, and accu-
racy. 
  
To expand our methodology, we have added the following subsections to evaluate more 
about the steps used in this study: 

3.1 Dataset 

An English dataset consisting of misinformation was adopted in this study and sourced 
from an article COVIDLies: Detecting COVID-19 misinformation on social media 
[10]. To uncover facts about the outcomes of the COVID-19 impact in South Africa, a 
factual website was used to source out facts about the impact of COVID-19 in South 
Africa from the platform Statista1. It is important to note that the low-resource language 
dataset for isiZulu does not exist, and hence, we did the translation process. We directly 
translated the English text into isiZulu, using the following translation approach: (1). 
The translation was conducted using Google Translate, (2) and the translations were 
cross-referenced using ChatGPT to ensure high-quality and accurate translations while 
maintaining a culturally sensitive and contextually appropriate translation. This trans-
lation approach diversifies the dataset by enabling the model to train on isiZulu text. 
Due to the amount of work it takes in translating the data, we only sampled a portion 
of English data to translate, leaving a development of a translation model of isiZulu as 
an open research gap, to ensure a larger amount of data to be translated at the same 
time. 

3.2 Data loading and preprocessing 

Once the Dataset is structured, cleaned, and organized, the data is then loaded from 
Comma-separated value (CSV) files, using Pandas to read the CSV file. The CSV file 

 
1 https://www.statista.com/statistics/1108127/coronavirus cases-in-south-africa-by-region/ 
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has columns ‘Misinformation’ for statements and ‘Label’ for labels (1 for true, 0 for 
false). This CSV file combined both the English and isiZulu data for better accuracy of 
the model, due to lack of sufficient data for isiZulu. All words in the text are converted 
to lowercase. 

3.3 Tokenization and Padding 

The text data is then transformed into numerical form using tokenization, and sequence 
length consistency is maintained through padding. It is a type of feature engineering 
where the quality of text preprocessing and vocabulary selection determines how accu-
rate the result is. Also, padding is used to guarantee that sequences are the same length 
for model training. 

3.4 Data Splitting 

This is a basic step in machine learning which involves dividing the dataset into three 
sets, the training, testing sets, and validation set. The quantity of data allotted to training 
and testing depends on the split ratio that is selected. This indicates that data dispersion 
was considered while evaluating the model. Therefore, the training data comprised 78% 
of the dataset, while the remaining 22% was equally split between the test and valida-
tion sets, with each receiving 11%. 

 
The following sections will give the results of the study and give detailed explanations 
on the performances of the dataset defined in this methodology section. 

3.5 Model architecture and training 

We utilized a logistic regression model tailored for multi-class classification tasks. This 
model employs the 'lbfgs' solver, which efficiently manages smaller datasets and mul-
ticollinearity. It adopts a multinomial logistic regression approach, directly modeling 
multiple classes with the softmax function. During training, input features and target 
variables are prepared and passed to the model. The 'lbfgs' algorithm iteratively opti-
mizes model parameters by maximizing the likelihood function, aiming to minimize 
the cross-entropy loss. This approach ensures robustness and efficiency in classifying 
text data, making it suitable for our study on isiZulu and English languages. 
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4 Results 

This section focuses on evaluating the results, which is crucial for determining the 
model’s performance and validity. Table 1 shows the Test set classification report, this 
gives a detailed breakdown of the classifier’s performance for each class (in this case 
“False” and “True”). We used the precision, recall, f1-score, and support evaluation 
metrics. The precision for the “False” dataset is 0.88, which means 88% of instances 
predicted as False were False. For the “True” dataset, the precision was 0.75, this indi-
cates that 75% of instances predicted as True were True. The recall(sensitivity) is the 
ratio of the true positive predictions to the total actual positives It indicates how many 
of the actual positive instances were correctly identified by the classifier. For "False": 
Recall performance was 0.70, this indicates that 70% of actual False instances were 
correctly identified. For "True" the Recall performance was 0.90, this indicates that 
90% of actual True instances were correctly identified. F1-score is the harmonic mean 
of precision and recall. It provides a balance between precision and recall and is useful 
for evaluating the overall performance when there is an uneven class distribution. For 
"False": F1-score = 0.78 and for "True": F1-score = 0.82. Support indicates the number 
of actual occurrences of each class in the test set. For "False": Support = 10 and for 
"True": Support = 10. 
 

Table 1. Test Set Classification Report 
 

 Precision Recall F1-score Support 

False 0.88 0.70 0.78 10 

True 0.75 0.90 0.82 10 

Accuracy 0.80 20 

 
Overall, the model demonstrates satisfactory performance with an 80% accuracy across 
20 test instances. Notably, it excels at identifying true instances (90% recall) while 
maintaining reasonable precision (88%) for false instances. Further refinement could 
focus on improving precision for false instances without compromising recall. 
 
Table 2 shows the validation set classification report, this consists of a validation set 
which is a subset of data used to evaluate how well a machine learning model performs 
on unseen data. The model shows high recall (1.00) for class 1.00, indicating it found 
all positive cases. However, the precision (0.47) indicates that less than half of the pre-
dicted positive cases were correct. The F1-score (0.64) balances these aspects, indicat-
ing moderate overall performance for this class. 
 

112



  
 7     Misinformation Detection in Text for COVID-19 Healthcare Data in South Africa 
 

 
 
 
 

With an overall accuracy of the model of 60%, the validation results in this table show 
that the model is performing poorly. It is only finding about half of the class 1.00 in-
stances, and it is making a lot of mistakes in the other class.  
 
 
 

 
 

Table 2. Validation Set Classification Report 
 
 Precision Recall F1-score Support 

False 1.00 0.47 0.64 15 

True 0.38 1.00 0.56 5 

Accuracy 0.60 20 

 
 
In summary, we presented the results of training the COVID-19 dataset for both English 
and isiZulu datasets combined. It was noted during this study that training data quality 
and quantity influenced the training data. Therefore, for future research, having more 
diverse and larger datasets will help improve the classifier's ability to generalize the 
performance. Most existing models do not cater to the natural language nuances, lead-
ing to performance trade-offs while working with low resource languages. To improve 
performance, future work should try a different machine learning algorithm and tune 
the hyperparameters of the model. 
 

5 Conclusion 

In this study, we used a logistic regression model to identify misinformation in text data 
from South Africa, focusing on isiZulu and English. The results show good overall 
performance, but challenges remain due to the lack of sufficient low-resource datasets. 
The dataset was divided into training, testing, and validation phases, with validation 
performance suffering from limited data availability. This research adds to the body of 
knowledge on machine learning methods for tackling COVID-19 misinformation in 
low-resource languages, highlighting the need for expanded capabilities in multilingual 
settings like South Africa. The main limitations include the small size of the dataset 
and limited model generalizability. 
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Looking ahead, we plan to extend the generalizability of these models to other lan-
guages and healthcare domains and to enhance model transparency by incorporating 
explainability techniques. These efforts aim to make machine learning a more effective 
tool for public health communication and misinformation management. 

We also intend to refine our models with COVID-19-specific data to improve accuracy 
in identifying pandemic-related misinformation. Incorporating human expertise could 
further enhance detection capabilities. We are exploring the development of a real-time 
misinformation monitoring system and creating user-friendly apps to help verify 
COVID-19 information credibility. Such initiatives are essential for protecting public 
health and ensuring accurate information dissemination during ongoing global crises. 
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Abstract. An educational model to improve problem-solving skills among learn-
ers is introduced. The literature review emphasises the importance of these skills, 
the impact of smart classrooms, and the influence of colour on learning. The 
model offers guidance for educators and learners to foster skills development in 
the intermediate phase through a structured workflow. A set of metrics to aid in 
the selection of tools to improve problem-solving skills is proposed. Based on the 
model, a proof-of-concept Internet of Things based system was successfully im-
plemented and evaluated using a metric-based evaluation based on the proposed 
metrics. This evaluation highlights the effectiveness of the model in the imple-
mentation of a system in limited infrastructure and diverse educational settings. 

Keywords: Problem-Solving, Internet of Things (IoT), RFID. 

1 Introduction 

In the twenty-first century, the development of children's skills across cognitive, inter-
personal, intrapersonal, and technical domains has gained interest [1]. Within the cog-
nitive domain, problem-solving skills, critical thinking, and computational thinking are 
considered fundamental in early childhood. Educators play an important role in nurtur-
ing these skills but often face challenges when attempting to incorporate these skills 
into their curriculum.   

The concept of problem-solving encompasses various aspects and serves as a cogni-
tive activity and a learning goal. Polya's problem-solving approach continues to be in-
fluential in the field of education [1, 2]. This process involves four steps: understanding 
the problem, devising a plan, carrying out the plan, and reflecting on the solution. Con-
trary to expectation, problem-solving is not meant to be frustrating; instead, it is meant 
to be a challenging task that promotes skill development and conceptual understanding 
[3].  

Computational thinking has been said to promote problem-solving skills and equip 
learners with the ability to analyse and solve real-world problems effectively [4]. It 
provides a framework for problem-solving that can be used in various subjects to en-
hance a learner’s understanding and develop their problem-solving skills. 
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Computational thinking offers a systematic approach to formulating and solving com-
plex problems. This mental process involves breaking down problems, abstracting them 
into computable forms, and leveraging computational tools to find solutions. The inte-
gration of computational thinking into education enhances critical thinking and prob-
lem-solving abilities, preparing individuals for the demands of the digital era. 

Problem-solving is essential in the Intermediate phase, where learners are expected 
to develop a deeper understanding of life skills [5]. The Intermediate phase includes 
grades 4 to 6, which encompasses learners aged 9 to 12. 

In 2019, the Trends in International Mathematics and Science Study (TIMSS) as-
sessed the mathematics proficiency of fourth-grade learners in 64 countries [6]. TIMSS 
uses four points along its scale as International Benchmarks to interpret results: Ad-
vanced (625), High (550), Intermediate (475), and Low (400). Most countries had less 
than 10 percent of fourth grade learners performing at the Advanced level. The inter-
national median percentage of learners reaching each benchmark were 7 percent for 
Advanced, 34 percent for High, 71 percent for Intermediate, and 92 percent for Low. 
Within this study, South Africa (SA) ranked third lowest in mathematics achievement, 
scoring 374, while the highest-performing country, Singapore, scored 625. The TIMSS 
achievement scale sets a centerpoint of 500 as the mean. SA's score falls significantly 
below this and there is a notable gap when compared to the top-performing country. 

Additionally, a study by the Institution of Engineering and Technology (IET) in 2019 
found a 10-14% decline in interest in most STEM subjects among 9–12-year-olds com-
pared to 2015 [7]. This decline in global interest highlights the need to focus on the 
Intermediate phase. This reveals a lack of crucial skills and interest needed for subjects 
relying on these skills at this age. Improving problem-solving skills and fostering inter-
est in these subjects could enhance the overall performance of learners within this age 
group. 

This paper proposes a technology-based model for problem-solving skills develop-
ment. It reviews the existing literature on smart classrooms, tools for problem-solving 
skills development and the impact of colour on learning (Section 2). The design of the 
proposed model is presented in Section 3 and a proof-of-concept implementation of the 
model is discussed in Section 4. Section 5 reports on the evaluation of the implemented 
system, against specific predefined metrics (Section 2.2). Finally, Section 6 summarises 
the findings of this paper and provides recommendations for further research. 

2 Literature Review 

By reviewing relevant literature, this section aims to discuss the concept of smart class-
rooms and their use of technology to improve essential 21st-century skills such as prob-
lem-solving. It also discusses the selection of technology tools for the improvement of 
problem-solving skills and explores the influence of colour on learning. 
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2.1 Smart Classrooms 

The Internet of Things (IoT) has transformed several industries, including education 
[8]. With the increasing connectivity between objects, environments, and people, IoT 
promises to offer a fully connected and "smart" world [9]. This has also led to the im-
plementation of smart classrooms. 

A smart classroom, also known as an intelligent classroom, future classroom, or 
technology-enhanced classroom, represents a dynamic educational environment using 
advanced technologies to optimise teaching and learning processes [10]. While there is 
currently not a universal definition, various perspectives highlight its key features and 
functionalities. In general, a smart classroom is an innovative learning space that inte-
grates information and communication technology (ICT) to enhance the educational 
experience. It is an environment where traditional teaching methods are used in addition 
to advanced technology to create an engaging and interactive learning environment. 
Integration in education includes the use of smart devices, sensors, and wearable tech-
nology in classrooms. These devices can collect data and provide real-time feedback, 
which allows educators to personalise instruction and track learner progress effectively. 

Smart classrooms prioritise learner-centred teaching and aim to accommodate di-
verse learning styles and abilities, foster lifelong learning, and support ongoing devel-
opment. These environments represent the evolution of traditional educational settings 
into technology-enabled spaces that improve essential 21st-century skills such as com-
munication, critical thinking, problem-solving, creativity, and collaboration. Overall, 
smart classrooms help learners develop essential skills necessary for success in the 
modern world and introduce learners to the use of ICT.  

2.2 Tools for Problem-Solving Skills Development 

In the digital age, educators have a variety of technological tools at their disposal to 
enhance classroom instruction, facilitate learner engagement and develop learners’ 
skills. With educators incorporating digital learning tools into their daily instruction, 
selecting the right tools is important. However, the large number of available tools cre-
ates a challenge for educators in selecting the most appropriate tools, understanding 
their value in education, and knowing how they can integrate the tools into their class-
rooms [11, 12].  

TPACK or Technological Pedagogical Content Knowledge is an understanding that 
develops from interactions between content, pedagogy, and technology knowledge. 
SAMR (substitution, augmentation, modification, and redefinition) is a framework of 
ordered strategies for technology integration that seeks to help educators create an en-
gaging and transformative learning experience. TPACK and SAMR are useful integra-
tion frameworks that provide educators with a structured approach to effectively incor-
porating technology into instruction [12]. However, the frameworks focus more on 
helping educators think about how to apply technology in the classroom rather than 
how to select technology tools. In order to select the most appropriate tools for their 
classrooms, educators need to compare a variety of available tools.  
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Currently, various online resources are available that provide a list of available tech-
nology tools that can be used by educators [11, 13–15]. These resources provide edu-
cators with a list of tools, their descriptions, and a link to the given tool. Additionally, 
various registries of tools and their descriptions exist, such as SEEK-AT-WD. SEEK-
AT-WD leverages a social-semantic approach to curate tool descriptions, enabling ed-
ucators to access up-to-date information and share their experiences with different tools 
[16]. While useful for finding educational technology tools, these registries do not assist 
educators in tool selection. There are various resources to assist educators in selecting 
the most valuable technology tools for their classrooms. These resources include 
guides, checklists, tips, considerations, or questions to help educators make informed 
decisions about which tools to select [12, 17–19]. These emphasise factors such as 
alignment with learning objectives, usability, accessibility, and long-term benefits. The 
resources provide an outline for educators to use to make informed decisions about 
which tools to select. However, with such a wide variety of sources, it can be difficult 
and time-consuming to evaluate tools based on all suggested criteria. Additionally, 
these evaluations do not specifically target problem-solving skills. 

Rich et al. [20] propose that affordability and accessibility play a significant role in 
selecting tools used to teach computational thinking, stating that “As both teachers and 
researchers make choices regarding tools, they must weigh the current and future costs 
of the tools as well as the affordances provided for a diverse body of students”. 

As highlighted, limited literature exists on criteria to evaluate tools for problem-
solving skills development. In addition to literature, input was received during an inter-
view with Bronwen Jonson in November 2023. She is a primary school teacher from 
Summerwood Primary School. The following metrics are proposed: 

• Affordability: In educational settings, budget constraints may limit educators' ac-
cess to certain tools. A cost-effective tool may increase accessibility and adoption 
among educators and learners [20].  

• Accessibility/Availability: Ensuring that tools are accessible to all learners, regard-
less of their socio-economic background or physical abilities, is important. Tools 
with low barriers to access can promote inclusivity and equitable learning opportu-
nities for all learners. Whether the tool requires internet access will have an effect 
on the accessibility of the tool [20]. 

• Ease of use: User-friendly interfaces and intuitive design can enhance learner en-
gagement and reduce the learning curve for educators [Interview].  

• Compatibility with existing infrastructure: This is essential for integration of the 
new tool into the classroom environment. Tools that require minimal additional 
equipment or technical support may be more likely to be adopted and sustained over 
time in certain learning environments [Interview]. 

• Group size: Knowing the number of learners the tool can accommodate, is essential 
for determining its effectiveness in each scenario [Interview]. 

• Target age [Interview]. 

These metrics will be used in Section 5 when evaluating a Proof-of-Concept system. 
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2.3 Impact of Colour on Learning 

The effective use of colour in learning environments is a valuable design element that 
adds definition to a space and improves the overall aesthetics of a classroom [21, 22]. 
In addition to this, the use of colour in learning materials enhances learners’ reception 
of information and makes them pay more attention to and recall information better [21, 
23]. In learners, colour also triggers physical, emotional, and cognitive effects that can 
have a positive or negative influence on learners’ mood, feelings, attention, productiv-
ity, communication, performance, and achievement [24].  

Colour for colour’s sake is not constructive, and it is important to carefully consider 
the use of colours to create an environment that is not overstimulating or over-tran-
quilising for learners [21, 22, 24]. Large quantities of colours should be avoided, and 
the application of colours should be balanced. Doing so will help create an environment 
conducive to learning and specific focal points for activities within the classroom. 

Different colours have connotations and evoke various reactions from learners [23, 
24]. Bright colours stimulate and motivate, while dark colours may evoke negative feel-
ings. Light colours like yellow and light blue energize learners and demand attention. 
Green and blue promote relaxation and calmness, ideal for overactive learners. Red and 
orange should be used sparingly when drawing learners' attention to specific infor-
mation, as they have been known to make some learners anxious. 

Effective use of colour in classrooms enhances learning by engaging and motivating 
learners. Educators can adapt their environments and materials based on the effects of 
different colours. Balancing these colours creates an environment where learners are 
captivated and find it easier to absorb information. Overall, this approach creates a 
blend of visual stimulation and cognitive support to enhance learning experiences. 

3 Design 

This research paper proposes an educational model to enhance learners' skills through 
hands-on learning. This model relies on both educator and learner interaction to com-
plete a task. Within this model, learners are encouraged to design an IoT-based system. 
This system is based on the concept of Blocks, which are interconnected components.  
In the context of this paper, the task is not the primary focus, as it can be modified to 
suit multiple scenarios and academic concepts, but it is important for implementation 
purposes. 

3.1 Task 

A task within the context of this paper is an activity or assignment developed to impart 
knowledge onto learners or develop certain skills. Problem-solving and critical thinking 
are considered important skills that this task should improve. While the nature of the 
task itself is not the primary focus of this paper, it is necessary to provide a task to 
demonstrate the application of the model. Tasks can take various forms to actively in-
volve learners in the learning process. They aim to encourage learners to apply 
knowledge, analyse information, and develop creative solutions to problems. The 

120



6   

selection and design of tasks play a pivotal role in shaping the learning experience and 
outcomes. Tasks should be aligned with the learning objectives and can be scaffolded 
to accommodate learners' diverse needs or grade levels. Educators can enhance learners' 
motivation, engagement, and knowledge retention by incorporating authentic and 
meaningful tasks into the curriculum. 

Tasks could range from playing educational games like Mastermind to conducting 
data collection for generating reports or designing devices for specific activities. Some 
examples of tasks could include instructing learners to do the following: 

1. Mastermind – play the game mastermind and report the results. 
2. Weather report – create weather reports in different environments. Learners should 

use relevant sensors to generate a report, which can be analysed and presented. 
3. Light spectrum analysis – explore the properties of light and colour. Learners should 

use sensors to measure and record readings from different light sources or objects. 
This data can then be used to plot the intensity of light at different wavelengths (red, 
green, blue) helping to visualize the spectrum.  

4. Distance measurement – build and use a measuring device to explore the distances 
to objects in different environments. This can be used as an introduction to distance 
measurement, to help learners estimate distances, or to perform conversions between 
different distance units. Learners should record, analyse, and present their results. 

While the specifics of tasks may vary based on educational context, they should all 
promote learning and problem-solving skills development among learners. 

3.2 Blocks 

The IoT-based system proposed in this paper revolves around the concept of Blocks, 
which are interconnected components used to create a system to complete a task. A 
Block refers to an independent physical unit with at least one function, such as collect-
ing data, processing data, or producing outputs. Blocks are able to perform multiple 
functions.   

Each Block is equipped with hardware components and software to perform its re-
quired functions. The hardware of the Block is a microcontroller unit (MCU) connected 
to sensor, input, or output devices. The specific hardware configuration of a Block is 
dictated by its intended function. By linking multiple Blocks together, users can create 
custom systems within the smart environment. This connectivity is crucial for facilitat-
ing communication among Blocks, enabling the collection and exchange of data. 

The software embedded within each Block is loaded onto the MCU and facilitates 
the Blocks processing and inter-Block communication. Wireless connectivity is em-
ployed to ensure a robust, easily configurable system. Moreover, the absence of physi-
cal wires simplifies the Block design, making it more accessible to younger users. 

To enable inter-Block communication, it is important to select an IoT communica-
tion protocol. IoT communication protocols are necessary to ensure efficient, secure, 
and dependable data exchange between devices [25]. Adhering to a common protocol 
within a system enables a seamless integration of devices. Each IoT communication 
protocol has unique capabilities, functionalities, and distinct characteristics, such as 
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transmission range, resource consumption, and power usage. Wireless IoT communi-
cation protocols specifically offer several advantages over wired protocols, including 
scalability, interoperability, and reliability. Wireless IoT communication protocols can 
be categorised into short-range and long-range communication protocols. Short-range 
protocols, such as Bluetooth and Zigbee, operate within a limited range, lowering con-
nectivity costs and power consumption. Long-range protocols, such as LoRaWAN, are 
designed to cover larger distances, often reducing throughput to conserve power for 
long-distance transmissions.  

Given the system's constraint of Blocks within the same environment, only short-
range protocols were considered. Among these was Bluetooth Low Energy (BLE), an 
optimised version of Bluetooth, which is a wireless technology that enables high-speed 
data exchange over short distances in small amounts. While BLE has better energy ef-
ficiency than Bluetooth, BLE still has some drawbacks as its data transfer speed is 
slower, it still uses the crowded 2.4 GHz frequency, and it is not always suitable for 
large files. Despite these drawbacks, there are several advantages to BLE, namely low 
latency, lower implementation costs due to hardware simplicity, default data encryp-
tion, and the fact that it does not require an expensive custom gateway to control con-
nected devices. Due to these advantages and limited drawbacks, BLE was selected as 
the preferred protocol for this system. 

Block colours were selected to represent the functionality of each Block, namely 
input, processing, or output. In cases where Blocks contained more than one function, 
the predominant function’s colour was chosen. Following the colour theory discussed 
in Section 2.3, input Blocks were designated as blue, processing Blocks as green, and 
output Blocks as yellow. Additionally, power Blocks were red to draw attention to their 
importance and their scarcity ensures that the colour is not overwhelming. 

The tasks described in Section 3.1. can be implemented using various Blocks. For 
example, an input Block in the form of a joystick providing up, down, left, right, and 
click inputs can be used for task 1. Tasks 2 and 3 could use an input Block made up of 
various environmental sensors, including temperature, light, water level, and colour 
sensors. For task 4, an input Block in the form of a distance sensor measuring in milli-
metres, centimetres, meters, and kilometres could be used. Additionally, a processing 
Block known as a sensor report generator could be used to process data for readable 
reports for Tasks 2, 3, and 4. Output Blocks could include various displays such as a 
standard 16x2 LCD screen and a low-power 0.96-inch OLED screen, both would be 
applicable to all tasks. Furthermore, power Blocks would be required for all tasks. 

3.3 Proposed Model 

The proposed model aims to guide educators and learners on the process to promote 
skills development in the intermediate phase. In Fig. 1, the process to be followed by 
educators is shown in blue, and the subprocess to be followed by learners is shown in 
yellow. The learner process is seen as an educator subprocess, as steps need to be com-
pleted by the educator before the learners are able to start their process. 
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Fig. 1. Proposed Educational Model 

The educator workflow is as follows: 

1. Select Task: The educator starts the workflow by selecting a task from a predeter-
mined list of tasks. Educators will be provided with a detailed description of the task 
and a list of Blocks that may be used to complete the task. The educators will also be 
given the necessary software for the Blocks for the specific task. It is necessary to pro-
vide educators with the software as Blocks may be used in multiple tasks and will there-
fore require task-dependent software. 
2. Push Task Software to Blocks: Once the educator has selected a task and has the 
necessary ‘Task Software’, they will need to load the software onto the Blocks. This is 
known as ‘pushing’ the software. To push the software onto the Blocks, educators 
should be able to load the code onto the Blocks via a USB cable connecting the Block 
to their computer or using an over-the-air (OTA) software update to wirelessly upload 
the new ‘Task Software’ onto the Blocks. 
3. Monitor Learners: This step is performed within the learning environment once the 
software has been loaded on the Blocks. Educators are able to start the learner workflow 
by providing learners with the task to complete and a selection of Blocks. Educators 
should then monitor learners and provide guidance, if necessary, until learners have 
completed the task. It may be necessary for educators to stop the learner workflow 
prematurely due to time constraints, but this can be done at the educator’s discretion. 
4. Review Results: After learners have completed their workflow and provided their 
results to the educator, the educator is able to review and track the progress of learners. 
This will give the educator insights into each learner’s performance. 

The learner workflow is as follows: 
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3.1. Receive Task: The learner process begins when they receive a task from their 
educator. These tasks can vary, covering subjects such as programming exercises, sci-
entific experiments, or general critical thinking and problem-solving challenges. The 
method by which tasks are distributed to learners can also vary. Educators can verbally 
communicate the task to learners or provide a visual aid such as a printout with the task 
description or an instructional video. 
3.2. Design Block System: Upon receiving the task, the next step is to design an IoT-
based system to perform the given task. This involves selecting and configuring the 
appropriate Blocks to create a system capable of completing the task. This step pro-
motes problem-solving and encourages learners to think about the task in more detail 
before attempting to complete it. 
3.3. Complete Task: With the system in place, learners may attempt to complete the 
task using their designed system. During this step, educators may also encourage learn-
ers to communicate with each other to foster teamwork and collaboration.  
3.4. Report Results: Finally, when learners have completed the task, they should report 
their results. This should be done by allowing learners to verbally report their findings 
and whether or not they were able to complete the task. Educators should record each 
learner’s results to monitor progress. 

4 Implementation 

For the purposes of this paper, implementation focuses on the technical implementation 
of the Block components. The task selected for this paper was Mastermind. All imple-
mentation details were based around this task to serve as a proof of concept for the 
learner workflow in the proposed model, given in Section 3.3. 

4.1 Mastermind 

The game “Mastermind” was selected as the task due to its ability to develop the prob-
lem-solving, critical thinking and scientific reasoning skills of players [26, 27]. The 
game is played when the device acting as the code maker creates a secret code, which 
the codebreaker attempts to determine in as few guesses as possible. Each guess con-
sists of entering an ordered sequence of 4 symbols into the code maker device. These 
symbols are selected from a set of six possible options. In this case, the options are 
Heart, Bell, Smile, Person, Arrow, and Lock. 

The code maker will then provide feedback on the guess by placing black and white 
pegs to indicate the accuracy of the guess. A black peg indicates a correct symbol in 
the correct position, while a white peg indicates a correct symbol in the wrong position. 
In this case, a peg is placed by updating a counter for the respective peg. 

 
Fig. 2. Mastermind guess format. 
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Fig. 2 illustrates the format of a Mastermind guess with feedback. The guess is indi-
cated by the sequence {𝑎ଵ, 𝑎ଶ, 𝑎ଷ, 𝑎ସ} and the counters for black and white pegs are 
indicated by 𝑥 and 𝑦, respectively. This format allows for all the necessary information 
to be displayed to the user in a minimal amount of space. 

4.2 Implementation of Mastermind 

To play the game of Mastermind, two Blocks are required, in addition to the generic 
power Block. The first is an input Block that can provide four directions (up, down, 
left, right) and a button click to indicate the submission of a guess. The up and down 
directions are necessary to scroll through the symbol options available for the current 
position, whereas the left and right directions are necessary to move between the sym-
bols in the sequence. The second is an output Block responsible for displaying the nec-
essary user interface (UI) shown in Fig. 2 on a screen. Due to the simple nature of the 
game, minimal processing is required for execution. This allows the processing to be 
done within the output Block, thereby simplifying the system.  

Fig. 3 illustrates the implementation of the Blocks needed to complete the Master-
mind task. In this image, it can be seen that three different coloured Blocks have been 
created. The power Block is given in red and has a white battery symbol on top to 
indicate its function. The input Block is shown in blue and includes a joystick module 
which takes input from the user in the form of a direction or click. Finally, the output 
and processing Block is given in yellow and provides the graphical interface and pro-
cessing necessary to complete Mastermind. Each Block has a Lego casing comprised 
of multiple Lego blocks. This casing is needed to show the Block colour and protect 
the hardware components of the Block. Lego was selected as a cheaper alternative to a 
3D-printed case. Additionally, Lego is more robust and allows for customisation 
through the addition of other Lego blocks or creations, such as mini figures. 

 
Fig. 3. Implementation of Blocks. 

The power Block casing, as seen in Fig. 3, serves as a protective housing for multiple 
9V batteries. It features output terminals protruding from the casing, enabling the Block 
to connect to other Blocks. This Block functions as an external power supply for other 
Blocks, offering an alternative to individual 9V batteries, which might be daunting for 
younger learners. Batteries were chosen as the power source due to their replaceability, 
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accessibility, ease of use, and ability to sustain the MCU for extended periods due to 
the low power consumption of BLE.  

Both the input and output Blocks make use of an MCU to facilitate data collection, 
exchange, and processing. The MCU selected for the Blocks was the ESP32 DEVKIT 
V1 board, a low-cost and low-power consumption microcontroller with integrated Wi-
Fi, Bluetooth and BLE. It was chosen due to its high processing performance, reduced 
cost, and adaptability.  

In Section 3.2, BLE was chosen as the preferred communication protocol. BLE was 
implemented due to the advantages previously discussed, and it does not rely on internet 
access or other components for communication. In order to make use of BLE to connect 
the Blocks, they needed to determine which device to connect to.  

In this implementation, the input Block functions as a BLE server that advertises a 
unique service UUID. This service UUID was generated to be a unique identifier that 
indicates that the Block is an input Block accepting directions (up, down, left, or right) 
or a click as input from the user and broadcasting it to any connected Blocks. When 
started, this server will create a service with the UUID and advertise it to all BLE-
enabled devices. Once connected to another Block, the input Block will be able to 
broadcast the user input to the connected device.  

The output Block within this implementation functions as a BLE client looking to 
connect to a BLE server capable of providing user input in a specific format, namely 
any input Block broadcasting directions (up, down, left, right) or a click. This Block is 
able to connect to any service providing the necessary input, meaning it contains a list 
of service UUIDs that it is able to connect to. Therefore, if another input Block is ad-
vertising alongside the joystick input Block in the same environment, this client is able 
to connect to either device as long as their UUIDs are contained in the client's list of 
valid service UUIDs.  

In this implementation, determining how the output Block would connect to an input 
Block posed a challenge. In order to connect the Blocks, the UUID of the Block would 
need to be pre-configured, or the user would be required to select the input Block they 
wanted to use. Typically, this is done by allowing the user to select a device to connect 
to via a UI. While this would be possible using the hardware of the implemented output 
Block, it may not be possible on other output Blocks such as a Block with an LED 
matrix. This prompted the development of an alternative way to facilitate the selection 
of an input Block.  

The alternative connection strategy uses RFID tags and readers. In this strategy, 
Blocks are equipped with a tag, a reader or both, depending on their function. Blocks 
with readers can establish connections to Blocks with tags by simply ‘tapping’ them 
together. The process of ‘tapping’ is when the RFID tag, visible to the user, is read by 
the RFID reader indicated on the Block by a sticker, as seen in Fig. 3. Tapping the 
Blocks together signals to the Block with the reader, acting as the client, that the Block 
with the tag, acting as the server, wants to set up a connection. To determine which 
server wants to connect when multiple devices are advertising in the network, the tag 
is encoded with the unique service UUID of the server.  

In this implementation, the input Block has an RFID tag attached to its casing, en-
coded with the Blocks unique service UUID. Additionally, the output Block has an 
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RFID reader within its casing that can read the tag. This output Block will wait for an 
input Block to be connected before allowing the Mastermind task to start. When an 
input Block with a valid service UUID is tapped against the output Block, a connection 
will be established between the Blocks, and the Mastermind task will start automati-
cally. The output Block will generate a secret code, display the Mastermind UI to the 
user, and wait to receive inputs before updating the UI.  

 
Fig. 4. Implementation of Mastermind UI. 

Fig. 4 illustrates the implemented Mastermind UI. The four symbols to the left of the 
top row indicate the user's current guess, while the “-” symbol on the bottom row indi-
cates the symbol in the code that the user is currently selecting. The numbers below the 
“B” and “W” represent the number of black and white pegs, respectively. This UI will 
be updated based on the inputs received from the input Block. When the user inputs a 
click, the current guess will be evaluated, and the number of black and white pegs will 
be updated. Once the correct code is provided, the task is considered complete, allowing 
the learner to report their results and end their workflow. 

5 Evaluation 

A metric-based evaluation was conducted to assess the implemented system, as dis-
cussed in Section 4. This evaluation technique was chosen as usability testing has not 
yet been conducted.  The evaluation was based on the metrics discussed in Section 2. 
The review aimed to analyse the system's performance in terms of affordability, acces-
sibility/availability, ease of use, and compatibility with existing infrastructure, as well 
as considering the number of learners the tool can accommodate, and the target age 
group. 

5.1 Affordability 

In order to evaluate the affordability of the system, a detailed cost analysis was per-
formed. The total cost of the system amounts to R 1 083,99, with each of the three 
Block components incurring individual costs as follows: Power Block (R 255,70), Input 
Block (R 369,12), and Output Block (R 459,17). The full breakdown of the costs can 
be seen in Table 1, Table 2, and Table 3.   
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Table 1. Cost of Power Block 

Component Cost (ZAR) 
2 x DC Power Jack Connectors (Male) 23,80 
2 x 9V Batteries 159,90 
Lego 63,98 
Etc. 10,00 

Table 2. Cost of Input Block 

Component Cost (ZAR) 
ESP32 DEVKIT 
V1 Board 199,95 

Joystick Module 59,95 
RFID Tag 
13.56MHZ 1KB 9,95 

2 x Mini  
Breadboards 11,30 

Tactile Switch 
(12x12mm) 7,92 

DC Power Jack 
Connector  
(Female) 

8,05 

Lego 63,98 
Etc. 10,00 

Table 3. Cost of Output Block 

Component Cost (ZAR) 
ESP32 DEVKIT 
V1 Board 199,95 

LCD I2C Display 89,95 
RFID-RC522 
Module 70,00 

2 x Mini  
Breadboards 11,30 

Tactile Switch 
(12x12mm) 7,92 

DC Power Jack 
Connector  
(Female) 

8,05 

Lego 63,98 
Etc. 10,00 

The provided breakdown offers a transparent insight into the financial aspect of the 
system's development, allowing for informed decision-making and resource allocation 
strategies within budget constraints.   

5.2 Accessibility/Availability 

The system uses solid-coloured Blocks in engaging colours (yellow, blue, red) to pre-
vent overstimulation. This design choice positively impacts learning experiences by 
enhancing engagement and comprehension. All electronic components utilised in the 
system are widely available, ensuring easy procurement and accessibility. Furthermore, 
the system functions without the need for internet access, enhancing accessibility in 
environments with limited or no internet connectivity. It can accommodate one or mul-
tiple learners, facilitating collaborative learning experiences. Blocks can be reused in 
new tasks, making the system more adaptable and accessible in various learning envi-
ronments. The system's design promotes broader access for learners from various back-
grounds, promoting overall accessibility and availability. 
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5.3 Ease of Use 

The system features a user-friendly and intuitive interface, especially for learners fa-
miliar with Mastermind. Educators can easily integrate the explanation of the Master-
mind interface into their workflow, which in turn can facilitate the seamless adoption 
by learners. The use of a joystick for input allows for quick interactions [28]. Its flexi-
bility and user-friendly design also ensure it is comfortable and easy to use. This helps 
mitigate difficulties learners may face with traditional button-based interfaces. 

5.4 Compatibility with Existing Infrastructure 

The system requires a computer or mobile device for uploading code. This additional 
equipment is necessary only if new software is needed for the Blocks. While this is a 
limitation of the system, if it is implemented in a smart classroom, it can be assumed 
that a computer or mobile device is available. In cases where this isn't available, the 
Blocks can be relocated to a place where such equipment is accessible, reprogrammed, 
and then returned. With no reliance on network infrastructure or specialised equipment, 
the system seamlessly integrates into learning environments, particularly smart ones, 
ensuring compatibility and straightforward adoption. 

5.5 Additional Metrics 

The system's target age group is learners in the intermediate phase, namely 9 to 12-
year-old learners. This aligns with learners' cognitive and developmental needs within 
this age range. The system enhances its relevance and effectiveness in educational set-
tings by catering to this age group. The system is designed to accommodate one or more 
learners. When used by multiple learners, it fosters collaboration, communication, and 
problem-solving skills development.  

6 Conclusion 

An educational model designed to enhance problem-solving skills among learners is 
introduced. The paper highlights the importance of developing these skills, the impact 
of smart classrooms, the selection of tools for improvement of problem-solving skills 
and explores the influence of colour on learning. A list of metrics to assist in the selec-
tion of tools, is proposed. The proposed model is built upon these insights, offering 
guidance for educators and learners to foster skills development in the intermediate 
phase through a structured workflow. 

As part of this model, the learner workflow focusing on system design and task com-
pletion was successfully implemented with a proof-of-concept system to complete the 
Mastermind task. This implementation was evaluated using a metric-based evaluation 
which highlighted the system's effectiveness across key metrics, including affordabil-
ity, accessibility, ease of use, and compatibility. The system incorporates inclusive de-
sign features to improve learning experiences and foster the development of critical 

129



  15 

skills, including problem-solving. The system is able to function with limited existing 
infrastructure and without internet or electricity, due to the use of batteries. This is val-
uable in learning environments with limited resources, allowing it to be used in diverse 
educational settings. However, batteries have a limited operational lifespan and will 
require replacement or recharging once depleted. Additionally, the system requires a 
computer or mobile device for uploading code when new software is needed for the 
Blocks. While these are limitations, they have been considered and the current imple-
mentation remains the most suitable approach. The findings of this paper indicate that 
the implemented system promotes equitable and engaging learning opportunities while 
developing the problem-solving skills of intermediate-phase learners. 

Future research should explore the implementation and evaluation of additional tasks 
and other aspects of the proposed model, such as the educator workflow. This paper 
offers a foundation for future research and provides opportunities for further explora-
tion in subsequent research. 

Disclosure of Interests. The authors have no competing interests to declare that are relevant to 
the content of this article.  
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Abstract. Substance use disorders (SUDs), the uncontrolled use of sub-
stances despite harmful consequences, is a significant problem in South
Africa, especially in the Western Cape. An important component in the
fight against SUDs are questionnaires to assess the risk of an SUD, that
are administered by social workers to identify targeted interventions. A
web-based questionnaire with automated aggregation of responses can
reduce the administrative burden placed on social workers. Here we use
a user-centred design approach to build a web-based substance use dis-
order assessment tool localised to the Western Cape: WC-SUDAT. Our
three-phase User Centred Design methodology comprised a first pro-
totype; followed by evaluation of its suitability through a contextual
inquiry, a usability test and heuristic evaluation; and then implemen-
tation of a final prototype incorporating unanticipated features critical
for field use that were identified in the evaluation. This process was ef-
fective in generating a final prototype webtool with a dual function as
both an SUD assessment tool and an organisational management tool.
This deployment-ready prototype is a better fit for the needs of NGOs
working with substance abuse disorders than our original conception of
the webtool, thus validating a User-Centred design approach.

Keywords: web development, user testing, human computer interaction, user-
centred design, substance abuse disorder

1 Introduction

Substance use disorders (SUDs) are endemic in South Africa and contribute
to mental, social, and physical health problems [18], most particularly in the
Western Cape. NGOs funded by the Western Cape Department of Social Devel-
opment (DSD) run three SUD treatment programmes: early intervention (EI)
to identify and treat at-risk clients before they show symptoms of an SUD;
community-based treatment (CBT) to treat an SUD by building a community
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of support around the client; and aftercare and re-integration (ARI) to help the
client adapt to everyday life after treatment.

Screening tools are questionnaires used in EI programmes to identify sub-
jects who may be experiencing, or are at risk of developing, an SUD [1,10,3,6].
A standardised paper-based assessment tool localised to the Western Cape was
recently piloted at SUD NGOs in the Western Cape to assess a client’s SUD
risk level and risk factors (WC-SUDAT) [7]. This is administered by social ser-
vice professionals in a paper-based format; a web-based screening tool has the
potential to improve and accelerate the screening process and lessen the admin-
istrative burden on social workers[6,1,17,15,16,8]. Computerised screening also
has the potential to be integrated with eHealth records [5,16].

We followed a three phase User Centred Design (UCD) process comprising
the build of a first prototype localised web-based version of the WC-SUDAT
[7] questionnaire; followed by evaluation of its suitability through a contextual
inquiry, a usability test and heuristic evaluation; and then implementation of a
final prototype incorporating unanticipated critical features needed for field use
that were identified in the evaluation. The participatory design process involved
users from two NGOs in the Western Cape. The first prototype was evaluated
for functionality and usability with a contextual enquiry, heuristic evaluation
and a usability test with the System Usability Scale (SUS), which has been
found to be effective in usability evaluations of an eHealth web tool [14]. We
incorporated feedback from this process to develop a second prototype tool ready
for deployment.

2 Methodology

We followed a UCD process used for development of our prototype, incorporat-
ing users into the design process. Human centred design (HCD), as defined by
ISO 9241-210:2019, is a design methodology that requires developers to consider
all people as potential users and so requires developers to build for a wide range
of people. UCD [4] is a more refined version of HCD, but the two terms are often
used interchangeably. UCD requires developers to define their user base (which
is not all humans, as in HCD) and then build empathy for their users. This can
be accomplished using methods such as: a contextual inquiry [26], where the de-
veloper interviews end-users to understand their workflows; personas [25], where
the developers create imaginary users that represent certain user demographics
uncovered by their contextual inquiries; and day-in-the-life studies [27], a quick
method in which users sketch their day to help developers understand ineffi-
ciencies. Other design methodologies include persuasive design (PD) [29], where
developers analyse what could influence their user’s behaviour and then build
those principles into the design to make it more compelling; and participatory
design, where the users are included in the design process from the start of the
project by taking part in brainstorming workshops to decide on features and
solutions [28]. Development of related eHealth web tools with UCD indicates
that focus groups are useful for conducting usability interviews [13,14,19] and
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unstructured and semi-structured questions allow "digging deeper" to provide
valuable insights[24,20,9,14]. Marien et al. suggested that five participants is suf-
ficient, due to the time constraints of conducting lengthy usability assessments
[14]. Both qualitative and quantitative data capture in a usability study is im-
portant for the quality of the study and the System Usability Scale (SUS) are
effective for quantifying the usability of an eHealth web tool [14,24,20,19,9,13].

2.1 Approach

We aim to identify and implement key features in the webtool to enable it
to be adopted in the EI programmes for SUD treatment. We identified two
categories of potential user of our webtool: either clinicians, who are client-facing,
or researchers, who need access to an anonymised database of client records. Our
UCD process incorporated two client NGOs: the Cape Town Drug Counselling
Centre (CTDCC), a multi-branch NGO in the Western Cape with EI, CBT,
and ARI programmes covering the full range of support that is funded by the
DSD, and the Knysna Alcohol and Drug Centre (KADC), a single-branch NGO
offering EI and ARI programmes.

The webtool was developed in three phases, as follows. Phase One developed
a first prototype prototype (V1) that encoded the WC-SUDAT [7] questionnaire.
In Phase Two, the suitability of the V1 prototype was evaluated in three ways
with users from CTDCC and KADC: a contextual inquiry enabled the devel-
opment team to understand the users through job shadowing; a usability test
assessed the tool with a set of users; and a heuristic evaluation tested interface
with trained evaluators. Phase Three addressed fundamental issues raised in the
evaluation phased implementing core necessary features to create a beta build
of the webtool (prototype V2) that is fit for purpose and WC-SUDAT ready for
deployment.

3 Phase One: Prototype V1

The basic functionality implemented in prototype V1 allows clinicians to create
clients, save their details, and administer assessments from which SUD risk levels
are calculated. Once the assessment is administered to a client, the clinician can
interpret the risk visualisation and determine the path forward for their client.
If the clinician needs to focus on a specific set of the clients answers, they can
view the assessment again along with the notes they may have taken during
the assessment. This use case is represented in the core features: user accounts;
organisational-based access for clinicians; client creation and management; im-
plementation of the WC-SUDAT assessment; visualisation of the client’s SUD
risk levels grouped by risk factors for each completed assessment; assessment
history and clinician comments; and a feedback mechanism for communication
with the developers.

There are four pages accessible once a user is logged in: the home page for
clinicians for creation and editing of new and existing clients; a page displaying
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the results of an assessment, with risk factors and a client’s risk levels; the
page with the WC-SUDAT assessment where questions are read to a client by
a clinician who records the client’s answers; and the researcher page presenting
all the anonymised client answers.

The user accounts feature enables user registration and, once signed in, allows
access to all the other functionality of the tool. The feature is implemented
with the Django app textitAccounts that securely stores user’s passwords with
usernames (unique identifier). We extended the model to enable the user’s unique
identifier to be the email address. Rudimentary log in and registration pages were
built using static html forms. Lastly, we configured the Django admin portal
to do basic create, read, update and delete (CRUD) functions on the users,
including password reset, since no user flow for this had been implemented. The
user model has a unique South African Council for Social Service Professions
(SACSSP) registration number attribute that is used to retrieve clients, as well
as a supervisor’s SACSSP registration number for the cases of student social
workers that may have a supervisor who must able to see their clients.

The organisational-based access for clinicians feature allows users in the same
organisation to view and administer assessments to one another’s clients so that
clients can be attended to in the event that their social worker is unavailable.
The implementation attached an organisation model to the user object. The
data the user can access is filtered based on SACSSP registration number and
on the organisation that they are a part of. Organisations can be managed in
the admin portal.

The client creation and management feature allows social workers to register
and manage their clients personal details. The client model has all the attributes
that WC-SUDAT requires for data analysis. Clients are assigned only one regis-
tered social worker, however, they are visible to all social workers in their social
worker’s organisation and to their social worker’s supervisor.

The implementation of the assessment tool allows an administrator to cre-
ate or edit an assessment via the Django admin portal. Once created, a user
can administer the assessment to a client. The WC-SUDAT assessment consists
of long form answers, Likert scale questions and yes/no questions. The Likert
and yes/no questions can unlock follow up questions and have risk calculations
based on the answers. For the implementation, the assessment is generalised
into sections, subsections and two question types: text answer questions, which
have a text field as the answer input; and choice answer questions, which can
be assigned choices that allow these questions to be yes/no or Likert questions.
The choice questions and choice answers (the objects that can be assigned as
answers to choice questions) can be assigned risk factors and risk values, re-
spectively. Risk factors are grouped into risk categories for reporting purposes.
Sections and subsections can be assigned risk thresholds that determine the total
categorical risk a client must have to unlock that subsection. Each section and
subsection also have a text field that allows clinician notes to be taken during the
assessment. This implementation gives enough flexibility to completely digitise
the WC-SUDAT assessment tool.
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The visualisation of the client’s SUD risk levels grouped by risk factors for
each completed assessment feature allows for a visual representation of the clients
risk profile as calculated from a completed WC-SUDAT assessment. The visuali-
sations displays all the risk categories and their factors that have been configured
in the admin portal. A toggle allows selected risk factors to not be displayed,
primarily if they are used for the logic of which questions to show and do not
have application for the social worker. A client can have multiple assessments
so the visualisation displays the result of the selected assessment as well as the
average result. The implementation makes use of a Javascript graph library to
visualise the risk factors. Each risk factor has description that can be configured
in the admin portal to provide context and explanation to the user.

The assessment history and clinician comments feature is a non editable
replica of the assessment. It displays all the answers to the assessment. Although
the clients answer cannot be edited, the clinician notes are editable in this view.

The feedback mechanism feature allows the user to provide feedback to the
developer team, it was intended to be used throughout the evaluation process.
It saves the feedback in the admin portal.

At this point the tool was considered a minimum viable product, however the
following four features were added before conducting the evaluations in Phase
Two.

The email password reset and user roles approval feature allows all users to
reset their password and confirm their email addresses, and organisation admin-
istrators to approve new users, granting them access to the WC-SUDAT system
according to their role. This functions via email: the system emails the user a
link to perform one of the three tasks (email confirmation, user approval, or
password reset). An email confirmation link is emailed to the user after regis-
tration, the user approval link is emailed to the organisation administrator after
a user registers, and the password reset link is emailed after clicking "Forgot
password" on the login page and following the prompts. A new user cannot sign
in until they have confirmed their email and cannot access the tool until they
are approved by the organisation administrator.

The branch-based user permissions feature caters for multi-branch organi-
sations by allowing branch-wide client access to all users at the branch and is
important for allowing social workers all social workers in a branch to access all
clients. The branch model has a parent organisation, address and branch man-
ager as fields. The user and organisation models have an assigned branch and
head office as fields, respectively. The system filters client objects by matching
the logged-in user’s branch to the client object’s social worker’s branch. This
filter happens every time a URL that requests client data is rendered to ensure
that there is no unauthorised access.

The Google Places API for client location feature implemented in the client
creation form enables WC-SUDAT to search Google Maps for location data.
This feature prevents errors when capturing a client’s location and allows for a
range of precision in capturing location. This is important to standardise location
data for clients living in informal settlements. Organisations have varying policies
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on capturing the client’s location: some feel that street addresses are too high
precision and could be used to arrest clients, with Google Places they can choose
how specific they want to be.

The answer-dependent question access feature allows dynamic control of
which questions appear in the client assessment, dependent on the answers to
previous questions. This was done by implementing a question-answer require-
ment model to allow combinations of questions and answers to be requirements
for other questions to be shown.

The prototype was built using Python to implement the controller and model
of the Model View Controller (MVC) architecture (Model Template View in
Django) and JavaScript, HTML and CSS to implement the View. All prototypes
were developed with the Agile methodology, which relies on multiple iterations
of development and testing [2].

The prototype was deployed on the Department of Computer Science’s servers
at the University of Cape Town with the URL wcsudat.cs.uct.ac.za.

4 Phase Two: Prototype Evaluation

We followed a UCD approach to evaluate the first prototype of WC-SUDAT.
using contextual enquiries to gain empathy for the user and understand the WC
SUD NGO processes; a usability test to evaluate how well the webtool performs
in the field; and heuristic evaluations to identify usability issues.

4.1 Contextual Enquiry

We conducted two contextual inquiries to identify the overlap between two
SUD organisations’ requirements for a webtool. As we already had a webtool
prototype, the gaps between the users requirements and the functionality of
our tool were more easily identified. The first inquiry was conducted at the
Cape Town Drug Counselling Centre (CTDCC) to understand the organisational
processes of an SUD clinic. The inquiry followed the director of the organisation
and the head social worker through the client intake process and the compilation
of quarterly reports for the DSD, to understand the entire paper trail of a client
from intake to quarterly report. A second smaller contextual inquiry consisted of
an unstructured interview conducted over Zoom with the Knysna Alcohol and
Drug Centre (KADC).

These contextual enquiries identified the following three key requirements for
a webtool.

Reduced assessment time. SUD organisations administer multiple assessments
are administered to each client, which is time-consuming. Some of the assess-
ment’s questions overlap, which wastes time in repeating the answers. Self-
administered assessments are not desirable as the KADC said that interaction
with the client during an assessment helps to inform the diagnosis. Therefore as-
sessment questionnaires need to be as short as possible, and the most important
questions should be answered first.
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Reduced administration for social workers. A client’s file includes an assess-
ment, a treatment plan, counselling notes, summaries of interactions with par-
ents or employers, and the drug tests conducted. Files are accessed by a client’s
social worker, other social workers, sessional staff (art therapist, doctor and psy-
chiatrists), and the DSD. In addition to the assessments, for each client social
workers must scan the paper documents, including handwritten observations and
professional opinions, and count the number of drug tests (positive and negative)
per client as important information for both the client’s file and for generating
reports. Consolidated quarterly reports are sent to the DSD and the City of
Cape Town. Generating quarterly reports is a complex process with multiple
steps (Figure 1). The DSD funds three programs: Community Based Treatment
(CBT), Aftercare and Re-integration (ARI), and Early Intervention (EI). Social
workers in each branch of an organisation capture client’s data and the inter-
ventions on an Excel spreadsheet for each of the programmes (CBT, ARI, and
EI) and send them to the director. The director then create a consolidated Excel
sheet for that branch (CBT-branchX, ARI-branchX, and EI-branchX), resulting
in three files per branch and also compiles narrative progress reports for each
program: for every branch six documents are sent to the DSD. Twice a year, each
branch has an on-site visit during which the client’s files are inspected. An auto-
mated system which reduces this administrative burden, particularly for report
generation, would be very valuable.

Adherance to operational constraints. NGOs need to ensure that every social
worker in a branch can access each other’s clients. Currently, everything is filled
out on paper and kept in a file. Replicating this system would lead to better
uptake with the social workers. In addition, POPIA [South Africa. Protection
of Personal Information Act of 2013] and client confidentiality must be ensured.
Currently all client’s data must be hosted on-site at the branch head office.

4.2 Usability Test

The usability test was conducted with four social workers from the CTDCC and
four from the KADC organisations in two parts: a SUS questionnaire [12,11] (a
standardised 10-question questionnaire to calculate a usability score out of 100),
followed by semi-structured interviews. The tests took place at organisation’s
offices, which are the real-world locations where the tools would be used. Of
note is that both organisations only recently purchased laptops for their staff;
hence the user’s may be unfamiliar with the technology. Social workers were
given a week to use the webtool. They were required to add a client to the
tool and complete an assessment for that client. This task required them to
perform multiple sub-tasks: registering a user account; signing in; registering a
new client; administering an assessment; and analysing the assessment feedback
for that client. After using the tool, the users completed a SUS questionnaire and
participated in semi-structured interviews, which further explored the usability
of the tool and any feature changes they would need for the tool to be adopted
as part of their processes. There were some significant real-world challenges that
cause significant delays in completing the usability tests: taxi strikes prevented
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Fig. 1. The process of compiling quarterly reports for a multi-branch organisation

organisations from operating, a death at one of the organisations, and one of the
branches of a organisation burnt down.

During the interview with the CTDCC social workers, it became apparent
that their usability concerns were primarily with the questions in the assessment
rather than the interface. To mitigate this users at CTDCC completed two SUS
tests: for the first test they were asked to evaluate the usability of the assessment
itself instead of the interface; a second test was then completed focussing only
on the usability of the interface. The first test had an average usability score
of 51.3 ± 6.3% within the 10th percentile of interface usability [12]. The SUS
questionnaire focussing only on the interface had an average score of 72.5±5.9%,
within the 64th percentile of interfaces. One outlier of 62.5 (included in the mean
calculation) was obtained from P1, the oldest in the group of participants.

The interviews highlighted the issues in more depth, as follows.
The sign-up page was unusable. This test highlighted poor implementation of

the sign-up process in prototype V1. One participant said "It was terrible" even
after email support from the development team. The main issue was the lack of
useful error messages: different errors used the same message, a participant said,
"It wasn’t very specific".

Overview on the home page. Although users said that interaction with the
home was "fairly straightforward" (it was easy to create a client and the jump
to the client page once a new client is registered was "actually cool") they said
that they would prefer an overview page on the home page. One participant
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mentioned that it could display the status of their clients saying, "These are my
CBT clients, these are my early intervention clients, and so on".

Confusion with the assessment. Participants were not familiar with the as-
sessment implemented in V1. Some found answering the questions confusing
("you had to first think yes I am not able to and then no I am not able to";
"I thought, what’s going on?"). Participants mentioned an overlap in questions
and that different sections would "ask the same sort of question in a different
way". Participants felt that questions were closed-ended and made a "barrier
between client and social worker". They were concerned that it "shuts down a
flow in conversation". One participant mentioned that they, "walked away from
my assessment, not knowing much [about the client]" and that the assessment
was "very surface level". They felt that some questions played into the psycho-
logical defences of SUD. These were things such as blaming it on external factors
(in the sections that ask how much your community/family affected your SUD).
One participant said, "Someone could say, this is my girlfriend’s fault or my
sister’s". But then the participant considered that "this is more of a critique on
all assessment tools".

Resistance to change of assessment. One participant said, "We’ve been work-
ing with our own assessment for so long that I gravitate towards accepting that."
They mentioned that the WC-SUDAT questions are "very specific" and that
their questions are "a lot broader" but have fewer sections. Their questionnaires
do not look into school-based factors. They agree that new questions are impor-
tant and that "we need fresh eyes on it" because "we can’t respond to a growing
and a different external environment doing the same thing".

Assessment is too long. Participants unanimously agreed that the question-
naire was too long ("took 50 minutes to close to an hour") and would take up
important conversation time with A client. The completion time is an issue be-
cause the webtool complements existing assessments since it does not ask all the
questions that the social workers need e.g. "we did not know what [substances]
they were using".

Risk assessment available beforehand The risk breakdown needs to be acces-
sible before talking to the client. If the social worker could see the risk factors
before engaging with the client then they could use them to inform their conver-
sation with the client. One participant said that "in an ideal world we could say
to a client [before coming to the appointment], log into our app on the website
and fill out the assessment". They were only concerned about the practicality of
this. One participant said that "the only issue is the resources".

Concerns with digitisation of their assessments and processes. Social workers
are used to writing everything down. One participant said, "I’m so used to
writing by hand, typing it out may be a little bit challenging". Another issue
was that clients usually complete pre-appointment assessments on paper. To
digitise, the clients would need access to a computer to complete the assessments.
One participant pointed out that the place to make notes about a client should
resemble the paper-based assessment tool and should come after the section of
questions, and not on the side. When asked if they use a digital calendar, a
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participant said, "A digital calendar would be great". Currently, they keep track
of everything on paper-based diaries.

Other than the sign-up page, the interview comments about the usability
of the interface were all positive. One participant said that the "system itself
seemed to flow" when asked about the interface. One participant said that the
tool "wasn’t a scary tool to use". This statement is worth noting, as the same
participant does not "make online purchases because they are too complicated".

4.3 Heuristic evaluation

For the heuristic evaluation, the evaluators were given heuristic checklist to
critique the design comprising all 10 of Nielsen’s heuristics [21] and five additional
guidelines (Table 2). Each problem identified by the evaluators was related to
a heuristic and given a severity rating (Table 1) out of four, which indicates
the urgency of fixing the problem. The evaluators and developer then discussed
possible solutions to the problem. This is an effective way to find, prioritise
and solve usability problems [23]. We used two evaluators who had previously
completed heuristic evaluation courses.

Table 1. Severity ratings for each usability issue for the heuristic evaluation as per
the Nielsen Norman’s group "Severity Ratings for Usability Problems"[22,30].

Severity Rating Explanation

1 Cosmetic problem
2 Low-priority usability problem
3 High-priority usability problem
4 Usability catastrophe (imperative to fix)

The evaluators determined that V1 of the prototype covered all but two of
the selected heuristics (86%), with only help and documentation and structure
of information not covered adequately. The insufficient help and documentation
was rated a three, a high-priority usability problem (Table 1). Evaluators said
that the tool felt overwhelming to a first-time user. A potential solution is an
on-screen walk-through or tutorial on the first login, which would subsequently
be accessible through a help button.

The home page of the tool was overwhelming due to the client creation form
being immediately visible, which gives a new user too much information too
soon. This is in contravention of the the structure of information and aesthetic
and minimalist design heuristics. Evaluators suggested replacing the form with
an overview of the status of the user’s clients and providing a button to show
the client creation form on demand. In addition, we could apply flexibility and
efficiency of use heuristic and allow the user to choose the default view of the
homepage. The severity of the issue was rated a three, a high-priority usability
problem.
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Table 2. Nielsen’s ten and five additional heuristics used for the heuristic evaluation[21]

Heuristic Description
Visibility of system status Reasonable and timely feedback to inform the user what

is happening.
Match between the system
and the real world

Avoid unfamiliar terms or processes by emulating the
user’s environment.

User control and freedom Users need to leave unwanted states easily and support
undo and redo.

Consistency and standards Ensure the system is consistent and follows platform con-
ventions.

Error prevention Design for error prevention and present useful error mes-
sages if you cannot avoid the error.

Recognition rather than re-
call

Make relevant actions and information visible to reduce
memory load.

Flexibility and efficiency of
use

Cater to both inexperienced and experienced users by
allowing users to tailor frequent actions.

Aesthetic and minimalist de-
sign

Irrelevant or rarely needed information should be
avoided.

Recognize, diagnose, and re-
cover from errors

Error messages should be intuitive and plain while also
providing quick recovery options.

Help and documentation Provide natural help and documentation to the user
Navigation Provide navigation aids (search functionality) and give

feedback about where the user is
Use of modes The system caters for a variety of modes
Structure of information Information is presented simply and understandably
Enjoyment The system is fun and satisfying to use
Extraordinary users Cater for a wide variety of users, including those with

disabilities

A smaller usability problem was the lack of an overview for the users which
falls under system status with a rating of two, a low priority. This would be
investigated in the usability test to see what information the users want in an
overview.

A problem with the auto-scroll, the system that automatically moves the user
to the next question, was identified under user control and freedom. When the
auto-scroll of an assessment is on (it can be toggled) and the user skips a section
and continues further below, the screen "whips" back to the next incomplete
question in a jarring motion. This is usually unintentional on the user’s part.
The severity was rated a three, a high priority, with the solution being to make
the auto-scroll never jump to previous sections and to just scroll to the next
incomplete question relative to the user’s position in the assessment.

A final usability suggestion was made, under flexibility and efficiency of use,
that the search bar on the home page should filter using more than just the
client’s name. The search could also filter clients based on other details, such as
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file number or contact details. The severity was rated a two, since it would be a
useful feature but is not a usability problem.

5 Phase Three: Prototype V2

In accordance with the findings of the contextual inquiry, usability test and
heuristic evaluation, prototype V2 was reformulated to have a dual purpose,
operating as both an SUD assessment tool and an organisational management
tool.

Prototype V2 enables digitisation of any forms that a SUD organisation
would use. The tool incorporates the idea of a test suite, allowing organisations
to add multiple assessments or forms for their clinicians to use in conjunction
with one another. With this much expanded assessment and information storing
system, all the data for the DSD can be captured. The intention is to ultimately
make generating quarterly reports a seamless process (not yet implemented).
Upgrades to the WC-SUDAT assessment now enable clients to complete it on
their own using a OTP to access their unique assessment. This should speed
up the on boarding process for a new client. One caveat to the tool is that
the risk calculation is only applicable to the WC-SUDAT assessment. This is
to incentivise the use of WC-SUDAT as there are benefits to standardising an
assessment tool of this nature.

Most importantly, the beta build digitises the paper-based processes of West-
ern Cape SUD NGOs, a central theme highlighted by the contextual inquiry to
allow for automation of processes (such as DSD data collection).

Four key features were implemented: a multiple assessments feature, which
allows multiple assessments to be added to the tool; sign-up page validation,
to provide helpful error messages to guide users through the sign-up process;
one-time pin (OTP) based assessment access, to allow social workers to generate
assessments that a client can complete without logging in to the tool; and DSD
data capture, to add all the client data capture required by the DSD. All features
were tested manually or through unit tests.

V2 allows for multiple assessments or forms to be administered: the prototype
can digitise any assessment or form using the same style as the original ques-
tionnaire (Fig. 2). This is a fundamental change to the original prototype. An
assessment comprises sections, which have subsections containing three question
types: text answer questions (which have text input as their answer, Fig. 2 pink
arrow); choice answer questions (which have choices from which a user can select
one or multiple answers, Fig, 2 blue arrow); and client detail questions (which
take fields of a client object and insert them into an assessment, Fig, 2 green ar-
row with black border). Assessments and forms appear as tabs on the client page
which a user can switch between (Figure 2 maroon spotted arrow). Assessments
are only displayed to the users of the organisation that created them. The risk
report was updated to work with multiple assessments. In addition, every client
may one of each assessment; the assessment questions and client answers can
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be updated at any time, assessments may log client information that is already
captured, and assessments may require multiple choice answers per question.

Fig. 2. Prototype V2 client page dynamically loads all the assessments that an organ-
isation has digitised. The left image is the original assessment, the right image one of
the digitised assessments of CTDCC. There are three question types: text answer ques-
tions (pink arrow); choice answer questions (blue arrow); and client detail questions
(green arrow with black border). Assessments and forms appear as tabs on the client
page which a user can switch between (maroon spotted arrow)

The sign-up page in prototype V2 validates all data fields with the level
of detail in error messages brought in line with other websites (Google and
Facebook) and occasionally provides more detail (e.g. the password field tells the
user exactly what character types they require to make the password secure).
The page is organised to avoid errors, for example, the dropdown for selecting
an organisation filters the branches depending on which organisation the user
selected. A one-time pin (OTP) based assessment access feature was added to
enable a social worker to generate an assessment that a client can access with a
6-digit unique assessment code (or OTP) without logging in.

All features were implemented using client page HTML, CSS and Javascript.

6 Discussion

Our User Centred Design methodology had three phases: building a a first throw-
away prototype of a webtool questionnaire as a straw man in Phase One, and
then subsequent contextual enquiry and evaluation with a quantitative usabil-
ity test and qualitative heuristic evaluation in Phase Two. As we already had a
webtool prototype, the gaps between the users requirements and the functional-
ity of our tool were more easily identified in the contextual enquiry than if this
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had been performed before Phase One. This approach highlighted fundamental
issues with the both the focus and implementation of the first prototype, which
were addressed in Phase Three of our second implementation which is fit for
purpose and ready for deployment.

A primary issue raised in both the contextual enquiry and the usability test is
that prototype V1 did not have sufficiently broad and useful functionality: SUD
organisations do not want another standalone assessment tool. Because social
workers spend a large amount of time on assessments and administrative tasks,
a webtool must function not only as an assessment tool, but also a client and
organisational management tool. This dual purpose is critical for the uptake of
the webtool by NGOs.

We addressed this in the second prototype reformulating the tool to to have
a dual purpose: an SUD assessment tool and an organisational management
tool. We added extensive additional functionality to digitise the paper-based
processes of Western Cape SUD NGOs and so allow for automation of processes
such as data collection for the DSD which will be useful for the generation
of quarterly reports by NGOs. . We also implemented other desirable features
included validation on the user sign-up page; and OTP-based assessment access
by clients..

Another key finding is that users were unhappy with the format of the ques-
tions and length of the questionnaire used for assessment, to the extent that
this impeded assessment of the tool’s usability. Although the interface had an
average SUS score of 72.5 ± 5.9% and is more usable than 64 % of interfaces
currently in use [12], we found that users were assessing the questions in the
assessment rather than the usability of the tool.

We addressed this in the second prototype by allowing multiple and alterna-
tive assessments to be administered in additional to the original assessment. V2
of the prototype can digitise any assessment or form using the same style as the
original questionnaire.

Deployment of prototype V2 will require a distributed database to store the
organisation’s client information on-site. However, before deployment, the issue
of POPIA and client confidentiality must be addressed. The constraint is that
private client data (name, surname and ID number) must be stored on-site at
the organisation. This could be done by deploying an instance of the database
onsite which stores the client data only. This would require a small computer at
every organisation’s head office.

7 Conclusions

Our three-phase User Centred Design methodology was effective in generating
a final prototype webtool with a dual purpose as an SUD assessment tool and
an organisational management tool. Although the prototype developed fulfils
our aims, there are a number of possible future additions to the tool. Most
beneficial would be to integrate the data captured with the Department of Social
developments quarterly reporting processes. This is a complex task that will

145



WC-SUDAR 15

require an extensive further UCD process, and hence is outside the scope of this
project.

The development of our WC-SUDAT webtool is a case study in the value of
using UCD to develop effective software for the public sector in South Africa. Our
final deployment-ready prototype is a better fit for the needs of NGOs working
with substance abuse disorders that our original webtool, thus validating the
User-Centred design approach.
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Abstract. We cannot imagine a world without the Internet both within our per-
sonal life and for educational purposes. In South Africa, the government’s “Smart 
Classroom project” introduced Wi-Fi in schools. However, its adoption by learn-
ers has been slow which has been attributed to school management concerns. 
This research aimed to describe the constraints and perceived outcomes of giving 
free Wi-Fi access to learners to understand the slow adoption. This qualitative 
multiple case study in five Western Cape schools used a hybrid inductive-deduc-
tive analysis of interviews and documents. The study identified nine constraints 
preventing learners accessing the Wi- Fi, dominated by school restrictive policies 
and lack of device control. The study also highlighted both positive and negative 
outcomes for learners using the school’s Wi-Fi. Game-based learning in class-
rooms and accessing online educational content are some positive outcomes. 
Negative outcomes are being distracted from learning, cyberbullying, accessing 
pornography and internet abuse. This study will be of particular interest to edu-
cation organizations and government decision makers highlighting areas of con-
cerns amongst school management when providing free Wi-Fi access to learners. 
Finally, the paper suggests that the Western Cape Education Department 
(WCED) considers increasing their financial investments into procuring addi-
tional bandwidth, additional teacher training, and smart applications to help man-
age personal devices of learners and staff. 

Keywords: Wi-Fi Access, Schools, Learners, Constraints, Outcomes.  

1 Introduction 

Many governments have realized the potential of the internet to boost economic growth 
across the globe and are willing to subsidize the rollout of Broadband [1]. In 2015 the 
South African (SA) Western Cape Education Department (WCED) announced that they 
will be investing in Local Area Networks (LANs) in schools. Wireless distributed net-
work (Wi-Fi) was installed at schools giving access to both learners and staff [2]. In 
2022, a total of 752 primary, high, combined, and inclusive schools had received LANs 
[3]. Yet Wi-Fi use by learners was less than expected. Katsidzira and Seymour [4] iden-
tified some constraints in the use of Wi-Fi at schools from a teacher and pupils' 
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perspective and noted that school management had a constraining impact as well. 
Hence our study chose to focus on a school management’s perspective and asks the 
question: What are the constraints and outcomes of giving free Wi-Fi access to learners 
in schools from a school management perspective? The structure of this document be-
gins with a review of the literature on Wi-Fi in education and the formulation of the 
study's hypothesis. The document then moves on to describe the case study method 
employed. Subsequently new and validated factors are discussed, the final framework 
is described, and we conclude.  

2 Literature Review 

Wi-Fi is an over-the-air link between a wireless client and a base station usually known 
an access point (AP). Essentially, it gives you the freedom to walk around indoors and 
outdoors without having to connect your device to the Internet via wires; however, you 
must be within range of an AP [5-6]. 

2.1 Outcomes of the Internet for Learners 

From a positive perspective, digital technologies combined with the internet enable 
both educators and learners to benefit from connected classrooms [7]. The internet is 
the easiest and quickest way of finding accurate necessary information meeting users' 
needs [8]. Online learning is also stated to be engaging, accessible, and contextualized 
with the use of audio-video content, activities, a virtual scenario, live interaction with 
educational professionals, simulations, models, graphics, animations, quizzes, games, 
and e-notes [9-10]. Furthermore game-based learning can influence the cognitive, emo-
tional, behavioral, motivational, and social elements of learners' involvement in aca-
demic fields [11]. As the internet is becoming more accessible via smartphones, learn-
ers have used it for collaboration, communication, entertainment, and leisure [12-13]. 
Integrating mobile technology in the classroom is stated to equip learners for future 
careers [14]. Hence the Internet is seen as an important educational supplement and 
means of expanding perspectives [15]. 

Yet the Internet can negatively impact learners. They can become addicted to inter-
net use, which has a negative outcome on learning [8]. Internet abuse by learners is a 
persistent problem [16-17]. Learners can also hurt and inflict pain on each other via 
cyberbullying. A 2015 study of grade 10-12 learners in Western Cape schools, showed 
that 47% of respondents had been victims of cyberbullying, while 60% admitted they 
were guilty of cyberbullying [18]. 

2.2 School Management and Constraints on School Internet Access 

School principals need to prepare teachers to use ICT in the classroom [19]. Yet they 
don’t always understand the potential of smart schools or how to implement them [20]. 
ICT integration in school can also be adversely affected by personal attitudes, 
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perceptions, and motivations of principals [21]. In addition, teachers need to educate 
students preparing them for the technological world of the future [22]. Yet successful 
ICT use in education is influenced by teachers’ attitude, skill, and experience with ICT 
[23]. They need to feel in control and confident when using technology to teach learn-
ers, yet many teachers lack the necessary skills [24]. Other constraints constraining ac-
cess are now reviewed. 

Insufficient Devices, Inadequate Connectivity and Technical Support. Many 
schools lack ICT devices to connect online [25-26]. Furthermore, learners in disadvan-
taged areas will continue to be deprived unless the Department of Basic Education 
(DBE) provides learners and teachers with suitable smartphones, tablets, or computers 
to access learning online [27]. Teachers who use ICTs often encounter weak, intermit-
tent, or non-existent internet connections [28]. In such cases teachers are forced to re-
vert to traditional methods of teaching [29]. In SA, regular loadshedding has become 
necessary due to aging electricity infrastructure and increased electrical energy de-
mands [30-31]. In schools, power outages are especially disruptive to technology-ena-
bled learning [32]. A successful eLearning project depends on the quality and ability of 
technical support. In some schools there is a lack of continuous and timely technical 
support provided by the technical department, which is often unreachable [33].  

Restrictive Policies and Controls. It is the ICT policies of a country that determine 
what must be done to achieve its national goals in terms of technology adoption and 
use [34]. However, since the post-apartheid era, SA schools are seen as an autonomous 
body whereby governance and management decisions, such as policies, are decided by 
the stakeholders of the school essentially the Schools Governing Body (SGB) [35]. In 
a study conducted by Mwapwele et al. [36] on 24 rural schools across SA, it was found 
that 163 of the 197 teachers revealed that policy stated that their schools had prohibited 
students from using personal digital devices on school grounds. Furthermore, Mabhena 
[37] acknowledged free Wi-Fi was not embraced successfully at schools because of 
policies restricting phone use. Educators within the classroom struggle with the restric-
tive policies. On the one hand, there is a need to control the risky use of technology. 
However, on the other hand, learners need the freedom to utilize the technology to its 
full potential. Finding this balance is hard [38].  

In summary, limited research can be found on school management views on internet 
adoption in schools. Most of the studies done by researchers have been interviews and 
surveys of teachers. Literature also tends to lean heavily on foreign countries’ views 
regarding internet use for learners and the effects thereof. Taking that step up the chain 
of command is the objective of this study, by getting the views of the school manage-
ment and in the process add literature from an SA context. This research will help other 
institutions understand the positive and negative outcomes of free Wi-Fi access for 
learners. This study will also be useful to education departments in other provinces 
looking to implement Wi-Fi in schools. Finally, this study also gives WCED a snapshot 
of what is going on in their schools, which could assist in proposing policy and planning 
changes. 
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3 Research Method 

We present an interpretive multiple case study of five schools (S1-S5) performed in 
mid-2022. SA public schools are divided into five quintiles [39]. Underprivileged 
(poorest) schools are in Quintile 1, while economically privileged (richest) schools are 
in Quintile 5. We targeted WCED primary and high schools within these quintile levels, 
which received the rollout of Local Area Networks (LANs) consisting of Wi-Fi. We 
did case studies in Quintile 3 to 5 schools, the wealthier public schools. A summary of 
school characteristics is presented in Table 1. Prior to data collection, approval was 
obtained from the Commerce Ethics in Research Committee of the University of Cape 
Town and the WCED. Secondary data sources collected include various school poli-
cies, circulars and a briefing document which was provided by an IT Technician as 
shown in Table 2. Documents SSDA and SSDB were relevant to all cases. 

Table 1. Case Descriptions. 

Case 
ID 

School type Connectivity Wi-Fi 
access 
(years) 

School 
District 

Teach-
ers: 

Learners 
S1 Quintile 3: No-fees Rural High School Fair to Poor 5 Overberg 22:690 
S2 Quintile 3: No-fees Urban Primary School Good 6 North 25:695 
S3 Quintile 4: No-fees Urban Primary School Poor 4 Central 45:1080 
S4 Quintile 5: Fee-paying Urban Primary School Good 3 South 30:845 
S5 Quintile 5: Fee-paying Urban High School Below Average 7 North 34:820 

Table 2. Secondary Sources. 

Document 
ID 

Description Source Document 
ID 

Description Source 

S501 Phone Policy Website S503 Social media Policy Email 
S502 Cyber-safety Policy Website S504 IT Acceptable Use 

Policy 
Email 

SSDA Circular Broadband Website S301 Code of conduct Email 
SSDB School LAN Briefing 

Document 
IT technician    

SSDA Circular Broadband Website    
SSDB School LAN Briefing 

Document 
IT technician S302 Social media Policy Email 

   S401 Computer Room Pol-
icy 

Email 

 
For semi-structured interviews we targeted seven participants being either Princi-

pals, Deputy Principals or SGB Members. All seven participants signed consent forms 
and a guarantee of anonymity was provided to schools and participants. Their details 
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and participant code indicating their school, are in Table 3. Interviews were either face-
to-face at the school or via Microsoft Teams.  

Table 3. Participants Interviewed 

Partic-
ipant 

Role Subjects and Grades taught Years 
teaching 

Years using 
WCG Wi-Fi 

S1A Head of Department 
Accounting, Mathematics, CAT. 

Grade 11&12 
12 5 

S1B Acting Deputy Principal 
Mathematical Literacy. Grade 11 & 

12 
16 5 

S2A Teacher, SGB 
Mathematics, English, Afrikaans, 

isiXhosa. Grade 1 
28 6 

S3A 
Bursar, ICT Committee, ex 

SGB  
None 6 4 

S4A Head of Department 
Life Skills, English Afrikaans, 

Mathematics, isiXhosa. Grade 3 
8 3 

S5A Principal History. Grade 8 20+ 7 
S5B Operations Manager, SGB  None 12 7 

 
Audio recordings were uploaded to MS Word 365 for automated transcription and 

NVivo software was used for the analysis of the secondary sources and cleaned tran-
scribed data. We conducted a hybrid inductive and deductive six-step thematic analysis 
approach [40]. The literature was used to develop the initial codebook. We iterated 
through the six steps. Step 1 was reading through the data. In step 2 the codes from the 
codebook were created in NVivo under the relevant research questions. In step 3 the 
text was coded to the relevant codes and new codes were added. In step 4 we created 
themes: as the researchers went through the data, adding codes to each theme, addi-
tional codes emerged from the data and were later elevated into themes. Step 5 - re-
viewing themes: a review of the themes was conducted at this stage by the researchers 
to verify the relevance of the data assigned to each theme. Step 6 - defining and naming 
themes: most themes were defined by the codebook, however new themes were defined 
and renamed as coding continued. Finally, presenting and discussing results: data was 
used by the researchers in this study to verify the findings. 

The researchers attempted member checks, by having participants review and con-
firm that the data was captured correctly. Through interviewing and collecting docu-
ments data triangulation was attempted. The authors then performed peer examination 
and debriefing. These improve dependability and credibility of the analysis [41]. Yet 
the study had limitations with data collection. A case from each of the quintile schools 
was wanted, but schools were unwilling to participate in the research. In some cases, 
school principals wanted to delegate the interview to an Information Technology (IT) 
teacher who was not a member of management. Requests for school policies went un-
answered and in two schools' request for member checks on transcribed data went un-
answered. In S2 data triangulation was not done as only one data source was obtained. 
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4 Research Findings and Discussion 

In this section we describe the constraints and outcomes of giving free Wi-Fi access to 
learners in schools from a school management perspective.  

4.1 Infrastructure Constraints 

Infrastructure constraints refer to constraints which affected the schools’ resources such 
as access to electricity and ICT. 

Inadequate Connectivity. Inadequate connectivity was viewed by all participants as 
one of the biggest constraints. Participant S4A states “some teachers have problems 
with it (connectivity), but I don't.” This poor connectivity is confirmed by S1A who 
says “our connectivity is poor, very poor. The Wi-Fi goes off a lot. The Wi-Fi signal is 
very poor.” Our findings are supported by prior literature where Mahlo [28] declares 
teachers who use ICTs often encounter weak, intermittent, or non-existent internet con-
nections. Hence if teachers had problems connecting pupils would too. 

Loadshedding. Loadshedding is another constraint, reducing access to learners. Five 
participants contributed to this theme. Participant S5B highlights the confusion within 
the school structures on the importance of have Wi-Fi that works. “We were discussing 
load shedding and how it's damaging our devices and the chairperson of the SGB said 
you can teach without Wi-Fi and the deputy responded, no you can't” (S5B). Addition-
ally, (S4A) highlights that “if loadshedding is during your class time then you forfeit 
your period for the week (no wi-fi connection), so learners don't get the makeup period 
for that hour that they have lost. Students would have to wait until the following week.” 
Literature supports our findings where loadshedding not only disables your Wi-Fi con-
nection, but smartboards and desktop PCs too. Damage and maintenance of equipment 
are among the costliest aspects of loadshedding [30]. 

Insufficient Device Access. Insufficient devices reduce learners’ access to Wi-Fi. Pa-
dayachee [26] mentions that some learners do not have access to devices such as tablets 
and smart phones which the participants also confirm. “Another thing that we have 
discovered is that a lot of kids don't have cellphones, it's mommy's phone or daddy's 
phone” (S1B). Similarly participant S3A adds that “in terms of the computers, we only 
have one computer lab, they consist of 40 PCs”. This statement exposes the constraints 
schools are under when dealing with a lack of available PCs and needing to support a 
learner body in the several hundred.  

Low Spec. Devices. A new finding that emerged from data was that of compatibility 
issues. Under certain instances, there is difficulty connecting to the Wi-Fi due to com-
patibility issues, as indicated by the following quotes, “One uses her MacBook, and 
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finds it extremely difficult to connect to the Wi-Fi” (S2A). “The low specifications on 
student devices struggles to connect to Wi-Fi and keep the connection” (S5A).  

Theft of School IT Resources. Another new theme to emerge from data was that of 
theft. Theft minimises learners’ access to Wi-Fi. Furthermore, schools are also targeted. 
The Minister of Education of the Western Cape, noted that in the holiday period of 
December 2021 and January 2022, 34 schools reported incidents of burglary and van-
dalism. Items stolen included IT and audio- visual equipment, as well as electrical ca-
bles [3]. In terms of cable theft, when the cable is cut it brings Wi-Fi access and learning 
to a grinding halt, affecting either a section of the school or the whole school itself, as 
the following quotes show. “There was a time when we were off through the theft that 
damaged a few cables” (S2A). Similarly, S3A adds that “Our fibre has been on and 
off because our fibre cables are being damaged by stealing.” 

4.2 Organizational Constraints 

Organizational constraints refer to constraints which prevent or reduce use of the inter-
net and are now discussed. The literature has instances of inadequate technical support 
for teachers and learners [33]. In this study the support was not seen as a constraint as 
the WCED service desk was seen as available and proactive. The constraints noted are 
now discussed. 

Restrictive Policies. Restrictive policies are one of the biggest constraints to learners’ 
accessing the Wi-Fi. As schools lack devices, phones are a device which could allow 
learners to access the internet. Free Wi-Fi use at schools has been reported as low be-
cause of policies restricting phone use [37]. Our findings confirm that as all participants 
mentioned school policies not allowing phone use in classrooms. S4A states that “the 
students have to notify their teachers that they have a cellphone, then the teacher keeps 
it in the box in front of the class.” S5A adds that “we take the cellphones in and then 
at the end of the day, we hand the cellphones back to the students.” 

Insufficient Teacher Competency. Teacher competency is a constraint impacting 
learners’ access to Wi-Fi. Schools are attempting to implement more technology-based 
lessons, but teachers must first acquire the necessary skills, which can be obtained 
through training. Successful ICT use in education is influenced by teaching attitude, 
teacher skill, and inexperience with ICT [23]. While some schools offered training, not 
all did, as evidenced by the following quotes. “We had training, all the teachers had 
training when the Wi-Fi was setup” (S2A). Participant S3A stresses that “there was 
definitely no training. We just received the booklet on how to connect through different 
devices. Most teachers were lost” (S3A). 

Lack of Awareness of Support. A new theme to emerge was the school management's 
lack of awareness of learner accounts and support, they were unaware that learner login 
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credentials could be accessed through the school management system. “But we are not 
familiar when a learner, if he's got any issues with the login, if they can log a call with 
service desk to assist and help” (S5A). “So, I mean, if I knew that they actually could 
have their own password, I would have done that administrative duty to the department 
and get them their passwords” (S3A). Secondary sources on the internet noted that the 
WCED had sent out a circular to schools (SSDA) with a link to their WCED ePortal 
where learner logins, can be found.  

Lack of Device Control. Educators want to control and manage unrestricted, risky use 
of technology while utilizing its potential at the same time [38]. In our study the lack 
of device control was identified as the primary constraint preventing learners’ access to 
Wi-Fi. Schools would like to monitor what learners access and, if necessary, restrict 
access to sites and applications. Participant S3A “feels that if schools we're going to 
allow the learners to connect to the Wi-Fi, it just needs to be in a controlled environ-
ment.” Similarly, participant S1A adds that “there are so many people on the Wi-Fi 
updating and you can't control it.” It appears that schools lack the ability to restrict 
which Wi-Fi connections are allowed and which are not. 

4.3 Positive outcomes of Wi-Fi to learners 

Positive outcomes refer to benefits of the Wi-Fi for learners and are now discussed.  

Access to Online Information. The internet is the easiest and quickest way of finding 
relevant information that meets users' needs [8]. Hence access to Wi-Fi opens doors to 
information that learners from impoverished areas have not had much experience with. 
Access to information is critical when conducting research for projects and assign-
ments. Furthermore, if a learner is unclear or does not understand a specific topic, they 
can access that information online. This was confirmed by our participants with S1B 
saying that “learners don't have access at home, so Wi-Fi allows them access to many 
online resources.” Additionally, “in the class, if there's some term you don't under-
stand or you need more information on, using your phone with Wi-Fi access you can 
get the information you are looking for” (S5A).  

Enhanced Communication and Collaboration. Learners could communicate and col-
laborate through online communication and collaboration applications, which allows 
them to stay motivated and keep their focus on quality work [12]. All participants men-
tioned that the Wi-Fi is commonly used for social media access such as WhatsApp, 
TikTok, Facebook, and Instagram. However, in our study the online communication by 
learners was mostly geared towards social communication rather than educational com-
munication. “I need my learners to have a cellphone at school, because we help them 
create a Gmail address for communication.” (S1A). Additionally participant S5B says 
that “learners will also utilize the school Wi-Fi to access social media. After school 
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when they are waiting for their parents to pick them up, they usually access social me-
dia to keep busy” (S5B). 

Accessing Online Educational Content. Enabling learner access to educational web-
sites such as Khan Academy provides access to subject-specific content [10]. All par-
ticipants noted that access to educational websites and content, for example the WCED 
ePortal is a benefit. “For learners having Wi-Fi, there’s more learning material they 
can access” (S5B). “The Department of Education has the ePortal which is free to the 
parents and learners to access any textbooks, reading material, they even have an 
online library” (S4A). 

Accessing Game-based Learning Within Classrooms. Game-based learning has ac-
ademic benefits [11]. According to the participants, Wi-Fi enables access to online 
games which teachers use for learning such as Greenshoots (for mathematics), Kahoot 
and games on Youtube. This is seen to make lessons more fun and engaging. This theme 
was contributed to by five participants. “There are some teachers that’s making use of 
Wi-Fi, like they want to play Kahoot” (S5A). “We make use of YouTube interactive 
games online for the children to participate in the lessons” (S4A). “I know the Grade 
3 to 7, they do the Greenshoots now in the lab” (S2A). 

To Control Learners and Reduce Learner Stress. A new theme to emerge which 
two participants highlighted was that online content can assist with discipline issues 
and stress levels. “Even entertainment, breaktime, I want to listen to music, we know it 
calms you down. Yes, it will help with discipline” (S5A). “Besides improving the read-
ing skills, it could also help them (learners) to relax” (S2A). 

4.4 Negative outcomes of Wi-Fi to learners 

Negative outcomes, which we now describe, refer to drawbacks of Wi-Fi for learners.  

Cyberbullying. Cyberbullying is viewed as a negative outcome of learners having ac-
cess to Wi-Fi. Learners can insult and inflict pain on one another through cyberbullying 
[18]. This outcome was confirmed in that four of the five cases reported cyberbullying 
incidents at their school. Participant S1B stated that “cyberbullying is one of our big-
gest challenges this year and especially in our grade 8 and 9’s. Girls make use of cyber-
bullying especially.” Similarly participant S5A mentions that they are “currently work-
ing with the Department of Education or the Metro North, to run a project in the school 
regarding awareness, regarding cyberbullying, because it is a continuous problem.” 

Internet Abuse and Accessing Pornography. Internet abuse is accessing the internet 
beyond what the acceptable use policies authorize [17]. Literature notes that students 
abuse school internet by using it for social media [16] Five participants mentioned this 
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as a concern. Students can also access inappropriate content such as pornography which 
is seen as a major concern in all schools. Currently, there are no system restrictions and 
“most learners are on WhatsApp, YouTube, and TikToK. It is free reign for everyone” 
(S3A). “I don’t blame the principal for not allowing them to bring cell phones… you 
can't control what they search at the end of the day, and we have had instances where 
they (learners) wanted to download porn games” (S3A). “You know young kids, espe-
cially the boys accessing naughty sites” (S1B). 

Being Distracted from Learning. Wi-Fi access can cause distractions in the classroom 
[38], learners can also become addicted to internet use, which can negatively impact 
learning [8]. Although participants noted excessive social media use, addiction was not 
mentioned by a single participant. This could be due to the limited access given to 
learners. Yet distraction was regarded as a negative outcome of learners having access 
to Wi-Fi with five participants noting this concern. “Some learners go on Facebook 
and others video call during lessons” (S1A). “So, the other one is of course their at-
tention span, of the learners in the class. In other words, if they've got a device with 
them, it will take away that needed attention from the lesson that you need in class for 
that specific subject” (S5A). 

4.5 Summary of Findings 

The purpose of our study was to describe the constraints and outcomes of giving free 
Wi-Fi access to learners in Western Cape schools from a school management perspec-
tive. Fig. 1 summarises those constraints and outcomes identified by the school man-
agement linked to giving free Wi-Fi access to learners in Western Cape schools.  

 

 
Fig. 1. Constraints and outcomes linked to giving free Wi-Fi access to learners by their schools. 
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5 Conclusion 

In this paper we described the constraints and outcomes of giving free Wi-Fi access to 
learners in Western Cape schools from a school management perspective. The Western 
Cape Government started rolling out free Wi-Fi to schools in 2015 [2], however litera-
ture found that mostly teachers were making use of the Wi-Fi service and that learners’ 
access were limited. We found that three of the five schools do not give Wi-Fi access 
to learners. The study also highlighted various constraints impacting the reasoning for 
learners currently not using the Free Wi-Fi. Infrastructural constraints reported in prior 
literature include inadequate connectivity, loadshedding and insufficient device access, 
while new themes included low spec. devices and theft of IT resources. The dominant 
constraint identified was restrictive school policies and lack of device control. Other 
organizational constraints include insufficient teacher competency, and a new theme 
was the lack of awareness of support offered learners. 

Furthermore, our study also highlighted both positive and negative outcomes for 
learners using the school’s Wi-Fi. Game-based learning within classrooms and access 
to online educational content are some positive outcomes. An interesting new theme 
was the use of the internet to reduce learner stress. Yet management are concerned 
about the negative outcomes with cyberbullying, internet abuse, pornography and being 
distracted from learning all being reported as real concerns. It seems these negative 
outcomes are outweighing the benefits, and that school management will allow access 
to free Wi-Fi, but only when it is a controlled environment. 

The study will be useful to education organizations and government decision makers 
in understanding the position schools are in and what schools require to give Wi-Fi 
access to learners. This study will also be useful to education departments in other prov-
inces looking to implement Wi-Fi in schools. Finally, the paper identifies four key areas 
where investment is needed for the WCED, namely tools to manage personal devices, 
better awareness of available support, increased bandwidth, and adequate teacher train-
ing. 

The paper has limitations in that schools are mostly from lower-income areas within 
their suburb. None of the schools which participated were affluent schools, where every 
learner has a device with a strong internet connection. Further analysis could have in-
dicated if those schools had similar challenges in terms of managing phones and what 
tools they employ. This study also only had one school from the rural areas. Future 
research should be conducted with a broader range of schools, including private 
schools. 
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Abstract. This study addresses the oversight of stakeholder-focused strategies in 
traditional serious game frameworks by proposing a stakeholder-centred ap-
proach to serious game design. Through a comprehensive review and synthesis 
of literature across serious games, stakeholder theory, and enterprise architecture, 
this paper highlights the importance of integrating stakeholder theory and enter-
prise architecture principles in the development of serious games. An integrative 
literature review process—screening, extracting, synthesizing, and evaluating 
data—led to the development of a conceptual framework for serious game de-
sign. This framework is characterized by its flexibility, stakeholder-centeredness, 
goal orientation, and supportive nature, designed to overcome common chal-
lenges in serious game development. It prioritizes the needs and interests of all 
stakeholders, including players, designers, investors, and regulators, emphasizing 
the application of stakeholder theory and enterprise architecture methods to en-
hance serious game development. The proposed framework facilitates the prior-
itization of stakeholder needs and alignment with organizational goals, thereby 
improving player experiences and ensuring scalability and security. 

Keywords: Integrative Literature Review, Serious Games, Stakeholder Theory, 
Enterprise Architecture, Conceptual Framework. 

1 Introduction 

1.1 Background 

The process of developing serious games (SGs) is not all fun and games [1-4]. It is 
costly, time-consuming, and laborious to create successful artefacts that both accom-
pany and edify learning or do more than solely entertain [5-8]. SGs, moreover, have a 
specific educational, training, health, or social determination [9]. Stakeholders in 
SGs—those invested in or impacted by the project's success—face challenges, includ-
ing communication barriers that can be mitigated with effective planning [10]. The pro-
duction of SGs relies on collaborative effort across various domains, demanding vari-
ous skills and roles [11]. Effective communication and stakeholder management, sup-
ported by an integrated framework, are crucial for achieving project goals and ensuring 
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stakeholder productivity and satisfaction before, during and after a project’s lifecycle 
[12]. 
1.2 Problem statement & research gap 

Serious games (SGs) are recognised for their significant impact on education, training, 
and healthcare by enhancing learning outcomes, improving technical skills, and provid-
ing interactive and engaging experiences across various domains. The development of 
SGs for educational, training, health, or social purposes involves multiple stakeholders, 
each bringing distinct competencies, roles, responsibilities, and objectives to the table 
[13,14,15]. A prevalent issue in this multidisciplinary field is the lack of effective com-
munication strategies and adequately structured stakeholder engagement [16,17]. This 
deficiency can lead to inefficiencies and dissatisfaction, potentially compromising pro-
ject success. A significant gap identified in the literature is the absence of a compre-
hensive framework that integrates Stakeholder Theory (ST) [18,19] and Enterprise Ar-
chitecture (EA) principles [20] in the SG design and development process. Current SG 
development frameworks overlook the stakeholder perspective, evidenced by: 

• Insufficient mechanisms to identify, prioritise, and engage SG stakeholders, risking 
the neglect of crucial needs and interests, which can lead to conflicts and project 
failure [18,19]. 

• A lack of clear role and responsibility definitions for stakeholders in SG develop-
ment, leading to confusion and miscommunication [20]. 

• An absent value proposition to secure the ongoing commitment and engagement of 
SG stakeholders [21,22]. 

This paper systematically categorizes current research in SGs ①, ST ②, and EA 
③, identifying key sources and significant studies. The analysis reveals methods for 
enhanced stakeholder management within SG teams ②, elucidates various factors in-
fluencing SG development processes ①, and employs EA literature to bridge these 
domains, offering constructive rationale and practices ③. The Open Group Architec-
ture Framework (TOGAF) is also explored in this context. The outcome of this integra-
tive review defines the requirements for a stakeholder-centric SG development frame-
work, which is further discussed in Section 7. 

The central research question addressed in this study is: How can the domains of 
serious games (SGs), stakeholder theory (ST), and TOGAF enterprise architecture 
(EA) be integrated to provide a stakeholder-centred conceptual framework for the de-
sign of SGs? 

2 Methods 

The integrative literature review (IRL) research strategy is pursued because it synthe-
sises and evaluates existing research studies. The method, moreover, helps develop un-
derstanding for the conceptual SG design framework and informs evidence-based prac-
tice going forward. 

166



 Serious games, stakeholder theory, and enterprise architecture… 3 

2.1 Integrative literature review strategy 

An ILR is a type of study that evaluates, analyses, and synthesises representative liter-
ature on various topics in a unified manner so as to produce new frameworks and per-
spectives on the issues explored [24]. Three components make up the integrative liter-
ature review in this research: a typology analysis, theory mapping, and instruction writ-
ing. Firstly, the review classifies the subjects of ST, SG development and EA by way 
of a typology put forward by Onwuegbuzie and Frels [25]. Secondly, the review cap-
tures the essence of the subjects by way of theory maps [26]. Thirdly, a (a) timeline for 
each pillar is drawn, (b) both meta- and sub-concepts are unified, and (c) the relation-
ships between the domains are distinguished, as suggested by Torraco [24]. This paper 
presents the results of these processes. 

Literature review typology. Four types of integrative literature reviews were de-
veloped by Onwuegbuzie and Frels [25]: theoretical, empirical, methodological, and 
mixed methods. The purpose of this theoretical literature review is to integrate and syn-
thesise the domains of ST, SGs, and EA. 

Theory maps. Repko and Szostak's [26] theory maps offer a representation of the 
connections between theories, concepts, and phenomena. The following elements com-
prise the theory map for the conceptual framework for the design of SGs: Firstly, seri-
ous games (SGs) ① are designed for non-entertaining purposes and are utilized by 
organizations to provide a more engaging and interactive learning environment. Sec-
ondly, stakeholder theory (ST) ② emphasizes that organizations should consider the 
interests and expectations of stakeholders, including employees, customers, suppliers, 
shareholders, and broader society, during the decision-making process. Thirdly, enter-
prise architecture (EA) ③, through frameworks like TOGAF, offers a comprehensive 
methodology for designing, planning, implementing, and managing the information 
technology architecture of an organization. The stakeholder-centred design methodol-
ogy integrates these principles by ensuring that the design of SGs ① takes into account 
the diverse interests and expectations of all stakeholders involved in their development 
and implementation. 

Integrated Literature Review Guidelines. The steps outlined in Torraco's [23] 
guidelines for conducting ILRs are as follows: 

To develop a stakeholder-centred conceptual framework for the design of SGs, we 
first formulated the research question: How can the domains of SGs, stakeholder the-
ory, and TOGAF enterprise architecture be integrated to provide such a framework? 
We then conducted a thorough search of relevant literature using various databases, 
including Scopus, Web of Science, and Google Scholar, with keywords such as "serious 
games," "stakeholder theory," "TOGAF," and "enterprise architecture." The chosen 
studies were assessed based on their quality and relevance to the research question, 
including only peer-reviewed articles published in reputable journals. Data from these 
selected studies were extracted and analysed to determine common themes and patterns. 
Finally, the findings were synthesized to develop the requirements and characteristics 
of a stakeholder-centred conceptual framework for the design of SGs. 
The ILR method, in the context of this research, involves synthesising and analysing 
multiple sources of literature to develop a thorough understanding of a research topic. 
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3 
Integrated literature review

 

The typology put forw
ard by O

nw
uegbuzie and Frels [25] pronounces the justification scholars and researchers utilise w

hen undertaking integrated literature 
review

s. The first step in this rationale involves inform
ing the topic. 

3.1 
Inform

ing the pillars of study 

Table 1 presents the first step in the integrative literature review
 process, inform

ing the three pillars under investigation: 

Table 1. Integrative literature review
 overview

. 

Q
uery 

D
etail &

 Explanation 
W

hat is the 
origin of the top-
ics explored? 

The provenance of the three (3) dom
ains or pillars are as follow

s: 
• 

Serious G
am

es ①
: C.C. A

bt executed sem
inal w

ork and coined the term
 in 1970. B. Saw

yer popularised it in 2002;  
• 

Stakeholder Theory ②
: Finds its roots in w

ork done by E.R. Freem
an in the influential w

ork “Strategic m
anagem

ent: A
 stakeholder approach” in 1984. The field and approach has seen application in m

any do-
m

ains since; and 
• 

Enterprise A
rchitecture ③

: Born in the 1960s from
 architectural m

anuscripts on Business System
s Planning (BSP), initiated by IBM

 and P. D
uane W

alker. 

A
re the topics 

clearly defined? 
Serious gam

es ①
 are applications of gam

ing technology, pro-
cess and design that em

phasise problem
 solving, focus on the el-

em
ents of learning, incorporate assum

ptions necessary for w
ork-

able sim
ulations, reflect natural and non-perfect com

m
unication, 

and go beyond pure entertainm
ent [30]. 

Stakeholder Theory ②
 provides business perspectives regard-

ing how
 an organisation should generate and m

aintain value for 
their custom

ers, com
m

unities, shareholders, and other interest 
groups; in various disciplines and use-cases, including corporate 
strategy, finance, m

anagem
ent, business ethics and m

arketing 
[29]. 

Enterprise A
rchitecture ③

 is a discipline that describes and 
m

anages organisational structure, procedures, system
s, and tech-

nology in an integrated w
ay. M

oreover, it investigates the effects 
of organisational change to design m

odels for enhanced stake-
holder analysis and reporting [31]. 

Is the scope of 
the review

 
know

n? 
 

Literature in the SG
 ①

 arena are vetted and lim
ited by their fo-

cus/foci. For exam
ple, research that focuses on [serious] gam

e 
developm

ent, 
planning, 

design, 
conceptualisation, 

delivery, 
m

ethodology, fram
ew

ork(s), theory, w
orkflow

s, team
s and pro-

cesses w
ill be considered for review

. M
oreover, case studies and 

practical guidelines for SG
 ①

 developm
ent w

ill be prioritised in 
this corpus. Literature, here, concerns SG

 ①
 creation; not appli-

cation. 

Literature in the ST ②
 dom

ain are selected according to its fea-
sibility and purpose. ST ②

 research pertaining to and affecting 
stakeholder 

identification, 
selection, 

analysis, 
prioritisation, 

m
anagem

ent, com
m

unication, and optim
isation m

ake up the se-
lected literature for this theoretical pillar. A

pplication, then, is 
the central aspect of this research pillar. This literature coupled 
w

ith EA
 ③

 inform
 fram

ew
ork function. 

Literature in the EA
 ③

 sphere are chosen based on relevance for 
the research. Purposeful attention w

ill be given to TO
G

A
F, Con-

trol 
O

bjectives 
for 

Inform
ation 

and 
Related 

Technology 
(CO

BIT) and Inform
ation Technology Infrastructure Library  

(ITIL) in this study; as they are significant to the research context 
(serious gam

e developm
ent) and key concepts (stakeholder in-

teraction, m
anagem

ent, tooling, and optim
isation) under investi-

gation. Literature in the EA
 ③

 corpus is therefore lim
ited to 

guidelines from
 these three standards/m

ethods. 

W
hich chosen 

stance(s) are ap-
plicable? 

A
 fram

ew
ork that is diagnostic, flexible, inform

ative, repeatable, 
and sustainable (am

ong other characteristics) w
ould abet and 

support stakeholders w
ho actively develop SG

s ①
. A

n applied 
fram

ew
ork aim

ed at inform
ing best practice is anticipated to 

m
eet this need. D

eterm
ining factors for best practice is the basis 

for this practice. 

SG
 stakeholders generally operate in an ad-hoc, spontaneous, 

and im
prom

ptu m
anner w

hen developing artefacts and m
edia. ST 

②
 can m

itigate this operational oversight through various perti-
nent and functional theories, approaches and techniques for 
stakeholder analysis, engagem

ent, and m
anagem

ent. 

The selected enterprise architecture fram
ew

orks should inform
 

and support both short and long term
 tactical and operation SG

 
developm

ent w
ork. This involves setting up guidelines for intel-

ligent system
 planning, im

plem
entation, and m

aintenance. EA
 

③
 concepts are vital to operationalising the applied fram

ew
ork 

in the field. 

H
ow

 is literature 
selected? 

Theoretical foundation →
 G

enerally related studies →
 Sim

ilar studies (topics, populations, research designs) →
 Research G

ap 

W
hich keyw

ords 
are used? 

Serious gam
e developm

ent, serious gam
e planning, serious gam

e 
design, serious gam

e conceptualisation, serious gam
e delivery, 

serious gam
e m

ethodology, serious gam
e fram

ew
ork(s), serious 

gam
e theory, serious gam

e w
orkflow

(s), serious gam
e team

(s), 
and serious gam

e m
anagem

ent. 

Stakeholder identification, selection, analysis, prioritisation, 
m

anagem
ent, com

m
unication, effectiveness, planning, stake-

holder theory, stakeholder approaches and optim
isation. 

Enterprise A
rchitecture, TO

G
A

F, CO
BIT, ITIL, A

gile, A
pplica-

tion A
rchitecture, A

rchitecture Fram
ew

ork, A
ssessm

ent M
etric, 

Business Capability (M
odelling), Enterprise principals, K

ey Per-
form

ance Indicator(s), Lifecycle, Scrum
, Standard(s), Supply 

Chain M
anagem

ent (SCM
), V

iew
, V

iew
point. 

H
ow

 is literature 
review

ed? 
Reading only titles →

 Reading only abstracts →
 A

 staged review
 (certain sections/topics) →

 Com
plete reading of relevant literature source (staged review

) →
 A

nalysis of literature integrated into paper 
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Q
uery 

D
etail &

 Explanation 
D

atabases 
searched? 

W
eb of Science, SCO

PU
S, JSTO

R and G
oogle Scholar 

Inclusion C
rite-

ria? 
The literature review

 should cover at least one of the three key theoretical dom
ains: Serious G

am
es, Stakeholder Theory, or Enterprise A

rchitecture. It should include a m
ix of em

pirical and theoretical 
contributions, such as peer-review

ed articles, book chapters, conference proceedings, and w
hite papers, provided they are in English or accom

panied by an English translation. A
dditionally, the sources 

should be recent, ideally published w
ithin the last ten years, to reflect current practices and theories. The m

ethodological rigor of em
pirical studies, including result validity, sam

ple size, and statistical 
m

ethods, m
ust also be assessed. 

 
Table 2 provides m

ore inform
ation on each pillar, including m

odes, applications, objectives, m
ethodologies, stakeholders, and landm

ark studies: 

Table 2. Integrative literature review
: Inform

ing the pillars of study. 

Pillar 
D

etails 

Serious 
gam

es 
M

odes: A
nalogue/D
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A
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ontrol, R
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O
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inate inform
ation, Instil attitudes 

M
ethodologies: Learning m

ethods, Inform
ation structures, G
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e features, Evaluation 

Stakeholders: D
iverse positions, A

ctivities, Specializations 
Landm

ark studies: • A
bt (1970) • H

ill et al. (2006)  • Susi et al. (2007) • A
ldrich (2009) • B

reuer &
 B

ente (2010) • D
eterding et al. (2011) • Laam

arti et al. (2014) 

Stakeholder 
theory 

Focus: Econom
ic V

alue C
reation 

C
ollaboration: M

utual, D
eliberate, V

oluntary 
Participants 

: C
orporations and Individuals 

V
alue Production: For all stakeholders, not just shareholders 

Landm
ark studies: • Freem

an (1984) • G
oodpaster (1991) • D

onaldson &
 Preston (1995) • M

itchell et al. (1997) • Phillips (2003) • Palm
er (2015) 

Enterprise 
architecture 

D
evelopm

ent Phases: B
usiness System

s Planning, Early EA
, M

odern EA
 

Problem
s A

ddressed: (i) System
 C

om
plexity (ii) Suboptim

al B
usiness A
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ent 

C
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: Technology, Socio-technology, Ecotechnology 
K

ey Fram
ew

orks:TO
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A
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O
B
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Landm

ark studies: • B
SP (1975) • Spew

ak &
 H

ill (1992) • Zachm
an (1997) • The O

pen G
roup (2011) • ISA

C
A

 (2018) • A
X

ELO
S (2019) 
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3.2 Relationship between theoretical pillars 

Upon initiating the ILR, it is important to note the views regarding the relationships 
between the three theoretical pillars under investigation. The distinction to take note of 
resides in the degree of interaction and integration among the three pillars. The rigid 
(pre-ILR) view sees them as distinct components with defined roles, whereas the inte-
grated (post-ILR) view recognises them as interconnected elements that continuously 
interact and influence one another, resulting in a stakeholder-focused, technically ro-
bust, and adaptable SG development process. 

The pre-ILR view sees the pillars in the following way: 
• SGs concentrate solely on the design and gameplay elements to accomplish the de-

sired goals, such as education, training, or social motivation [32]. 
• Stakeholder Theory focuses on the identification, prioritisation, and management of 

stakeholders, ensuring that their needs and interests are met without directly influ-
encing the design or development of SGs [33]. 

• Enterprise Architecture is the structure that organises and aligns the technological 
infrastructure of the game with organisational strategies and processes. However, it 
is rigid and does not adapt to the changing needs of game development [34]. 

The post-ILR view regards the pillars as interconnected theories that dynamically 
influence one another throughout the SG development process: 

• Integration with SGs: The development of the game is a dynamic system that evolves 
in response to the input of stakeholders and within the framework of the established 
architecture. As the game evolves, Stakeholder Theory and EA principles actively 
shape the development process [35]. 

• Stakeholder involvement and participation: Stakeholders are active participants 
throughout the entire life cycle of a game, from conception to design, development, 
testing, and deployment. Their ongoing participation ensures the game's continued 
relevance and adaptability to shifting needs and contexts [36]. 

• Interaction with Enterprise Architecture: The architecture is flexible and adaptable 
to accommodate changes based on feedback from stakeholders and evolving devel-
opment requirements. It adapts to the game, ensuring that it remains technically 
sound and efficient even as requirements and game objectives change [37]. 

 
3.3 Narrowing the pillars of study 

Narrowing SGs. SGs ① have been implemented in numerous settings, including 
healthcare, education, military training, and public policy [38]. Multiple benefits of us-
ing SGs have been demonstrated, including increased engagement, motivation, and 
knowledge retention [39]. However, designing and implementing SGs can be difficult, 
particularly when it comes to balancing the game mechanics with the learning objec-
tives [28]. SGs ① are games that serve a purpose other than pure entertainment [40]. 
SGs ①, moreover, have been used in healthcare to simulate medical procedures, edu-
cate patients about disease management, and train healthcare professionals [41]. Vari-
ous subjects, including mathematics, science, and languages, have been taught using 
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SGs in education [42]. SGs ① have been used in corporate training to improve em-
ployees' skills, knowledge, and attitudes [43]. 

Designation of serious game chosen: Edifying artefacts, tools and game-based in-
itiatives crafted by development teams which incorporate ludic activity for a specific 
purpose, format, genre, interaction style and application area. 

Current literature in the field of SGs ① remains inconclusive with regards to provi-
sions for effective SG ① design procedures. According to Lameras et al.  [44], this is 
due to various complications: (a) Aligning the roles of stakeholders (developers and 
teachers) is a constant challenge; (b) Dialogue between stakeholders is not always as-
sured or dependable; and (c) The key role of practitioners or “content experts” (such as 
teachers) in ensuring learning activities, feedback and outcomes are carried out in the 
final SG are convoluted by “iterative and participatory methods frequently adopted”. 
Endeavouring to tackle these issues, Lameras et al. [44] recommend that SGs be devel-
oped with learning schemes and subject matter in mind to enrich the learning experi-
ence of players. 

Narrowing stakeholder theory. Stakeholder theory is a body of theory relating to 
business ethics and management methods which emphasise existing interactions be-
tween an organisation and its workers, customers, suppliers, investors, communities, 
and other stakeholders. This approach advocates for the provision of value for every 
stakeholder. ST ② emphasises the significance of considering all stakeholders' needs 
and interests when making decisions [29]. ST is especially applicable to the context of 
SGs, as they are frequently designed with a specific audience in mind, and it is essential 
to take their needs and interests into account. 

A stakeholder is any individual, group or entity recognised by their potential to affect 
or be affected by business functioning and the realisation of organisational objectives. 

ST ② proposes that organisations should consider the interests and expectations of 
diverse stakeholders in their decision-making [29]. An organisation's stakeholders in-
clude employees, customers, suppliers, shareholders, and society [29]. The design of 
SGs should consider the interests and expectations of all parties involved in the devel-
opment and implementation of the game. For example, the design of a SG for corporate 
training should consider the needs of employees, trainers, and the organisation's lead-
ership. This strategy contributes to the development of a lasting relationship between 
the organisation and its stakeholders. 

Narrowing enterprise architecture. The Open Group Architecture Framework 
(TOGAF) is an all-encompassing EA ③ framework [45]. It offers a standardised ter-
minology, methodology, and set of tools for designing, planning, and implementing 
enterprise architecture [45]. Four domains comprise TOGAF: business, data, applica-
tion, and technology. These domains are interdependent and provide an enterprise-wide 
perspective. TOGAF is particularly relevant in the context of SGs, as they frequently 
involve the use of complex technology systems, and it is essential that these systems 
are designed and implemented to support the learning objectives. The TOGAF frame-
work, moreover, can provide a structure for the development of SGs, ensuring that they 
cover all required topics and provide an understanding of concepts explored. 

The EARF [46] definition of EA is accepted for the purposes of this research, as the 
ongoing process of defining the key parts of a sociotechnical organisation, as well as 
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their interactions with others within the environment to come to grips with complexity 
and regulate change. TOGAF is a business architectural framework.  

The pillars under investigation are narrowed and refined further in Table 3 below: 

Table 3. Integrative literature review: Narrowing the pillars of study. 

Pillar Details 
Serious 
games 

Serious Games (SGs) Definition and Components 
• Essence of SGs: SGs combine entertainment with functional elements for user engagement 

across various sectors [47]. 
• Multimodal Media: They incorporate text, images, animations, audio, and haptics to deliver 

messages or skills [47]. 
• Purpose: The term 'serious' denotes the game's role in imparting knowledge, skill, or content 

[47]. 
• Experience: Player immersion in SGs relates to specific settings like education and health. 
• Components: Laamarti et al. [47] identify SGs as comprising experience, entertainment, and 

multimedia. 
Academic and Industry Perspectives on SGs 

SGs are deployed across various domains, including K-12 and higher education, healthcare, 
corporate sectors, the military, and non-governmental organizations, serving as versatile educa-
tional tools. They facilitate learning by providing media that enhance engagement and understand-
ing, while also promoting the development of analytical skills and the application of knowledge 
in various scenarios. SGs are placed within the broader contexts of e-learning, edutainment, and 
game-based learning, indicating their wide applicability. They offer immersive environments for 
practicing skills and are recognised for their accessibility, enabling personalised learning that can 
be accessed at any time and place, thus supporting a more inclusive approach to education. 
Critical SG Variables for Definition Development 
• Game Purpose: Entertainment and learning [38]. 
• Format: Digital and non-digital [38]. 
• Genre: Includes action, adventure, puzzle, platforming, etc. [38]. 
• Platform/Delivery: Mobile, online, PC, game console, etc. [38]. 
• Application Area: Business, engineering, history, languages, etc. [38]. 

Stakeholder 
theory 

Stakeholder Theory (ST) Evolution and Classification 
• Development: ST has evolved to differentiate and categorize stakeholders based on power, le-

gitimacy, and urgency [48]. 
• ST Cataloguing Model: Miles [48] provides a model with four stakeholder types: 
o Influencer: Individuals with the ability to affect organizational actions. 
o Claimant: Individuals with a claim on the organization which lack the power to enforce it. 
o Collaborator: Individuals who cooperate with the organization without an active influence. 
o Recipient: Individuals impacted by organizational operations without active claim pursuit. 

Enterprise ar-
chitecture 

Enterprise Architecture (EA) Development and Functions 
• Origins: EA emerged to address complex distributed technological systems [49]. 
• Significance: EA is crucial for navigating the complexities of the digital business landscape. 
• Transformation: EA establishes organizational patterns for facilitating change [50]. 
• Management: An EA team develops and manages the organization's framework, aligning with 

high-level business strategies. 
• Business Intelligence: EA role parallels a Business Intelligence architect, aiming to save time 

and costs through effective change management [50]. 
• Governance: EA requires governance frameworks to oversee the architecture and ensure align-

ment with organizational objectives [50]. 
EA's Contribution to Organizational Functions 
• Project Management: EA defines work packages integrated into project plans, helping to allo-

cate resources and estimate timeframes [50]. 
• Service Design: EA patterns ensure service warranties are met [50]. 
• IT Governance: EA reviews and controls IT asset purchases to align with broader requirements 

and governance directions. 
• Process Improvement: EA acts as a repository for process improvement knowledge, enabling 

standards updates for efficiency gains [50]. 
EA's Role in Business Process Management 
• EA provides a structural framework supporting Business Process Management, Business Intel-

ligence, Information Management, and Data Management. 
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Pillar Details 
• Serious Games Variables: Game purpose, format, genre, platform/delivery, and application 

area are critical for defining SGs [38]. 

 
3.4 Framing the pillars of study 

Framing stakeholder theory. Any organisation and consequent activities/projects 
will be better positioned for success if they can incorporate the views of and involve 
stakeholders to help shape them.  

Framing enterprise architecture. Being equipped with the potential affordances of 
both SGs ① and ST ② is not enough. One would need governance structures, I.T. 
strategies, configuration items, project charters and more to successfully meet the goals 
of this research. A systematic literature review conducted by Gong and Janssen [51] 
reveals categories of value with related evidence from academic works for this research 
pillar. The discipline acts a tool—informed by EA ③ form and context—to handle 
complexity and generate value [51] 

 
3.5 Methods in the pillars of study 

Methods in stakeholder theory. Rabinowitz [52] describes stakeholder theory (ST) 
as a participatory process that involves all individuals impacted by a project to improve 
procedures and increase support. Identifying relevant stakeholders and anticipating 
challenges is crucial to harness the benefits of ST, which includes stakeholder 
identification, analysis, and management. 

Stakeholder identification is an ongoing, dynamic process, essential to 
organizational practice, requiring iterative refinement as stakeholder dynamics evolve. 
The outcome of stakeholder identification is a comprehensive stakeholder list, regularly 
maintained for accuracy, detailing names, titles, contact information, and affiliations, 
which is foundational to stakeholder analysis. Schmeer [53] notes that stakeholder 
analysis systematically gathers and analyses information to determine whose interests 
should be considered in policy or program development. It involves assessing 
stakeholders' knowledge, interests, alliances, positions, and their capacity to influence 
policies through leadership or power. This analysis is crucial for management to engage 
stakeholders effectively, build support for policies, and pre-empt potential conflicts, 
thus facilitating successful policy or program implementation. 

 
Stakeholder analysis involves the following steps [53]: 

1. Planning: Define the analysis's purpose, identify the information's users, and de-
velop plans and timelines for its utilization. 

2. Policy Selection: Choose a specific issue or policy to focus on, providing clear 
and concise definitions. 

3. Identifying Stakeholders: Analyse documents to gather relevant information, 
create a list of potential stakeholders, and refine this list to prioritize key stake-
holders based on expert input. 
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4. Tool Adaptation: Specify the information needed from stakeholders, including 
their knowledge of the policy, position, interests, alliances, resources, power, 
and leadership capabilities. Develop and test an interview protocol. 

5. Information Collection: Review existing information, schedule interviews, and 
gather data on stakeholders' positions, interests, and influence. 

6. Stakeholder Table: Record stakeholders' positions and assess their power/inter-
est levels. 

7. Analysis: Perform analyses on power, leadership, knowledge, positions, inter-
ests, and alliances. Reflect on the gathered data. 

8. Utilization: Use the analysed data to present results and inform stakeholder man-
agement strategies. 

Methods in serious games. Warren and Jones [54] argue that no universal approach 
exists for SG development, likening it to an artform akin to curriculum design or lesson 
planning. A successful SG requires a careful balance of various elements, including 
instruction, educator support, student engagement, and other variables, both 
controllable and uncontrollable. The resulting framework should consider these 
complex variables to enhance the effectiveness of SG teams.  

McGuire and Jenkins [55] observe that game development teams can range from 
solo developers to large corporations, with the team's size reflecting the project's scope 
and objectives. Core game development uses technology to realize game designs and 
mechanics conceptualized during the design phase, bridging technology and design. 
Development teams typically produce mechanics, content, and technology. 

Weststar [56] suggests viewing game development stakeholders as an occupational 
community with unique identities, meanings, and aspirations. This perspective helps 
analyse their alignment or deviation from organizational, industry, and social norms.  

SG development focuses on educational or training objectives, differing from 
traditional game development in several key aspects: 

• Design Methodology: SGs prioritize educational goals over entertainment, often 
requiring collaboration with experts [57]. 

• Objectives: Gameplay mechanics in SGs are tailored to achieve specific learning 
outcomes, like promoting critical thinking [58]. 

• Evaluation: Assessing whether SGs meet their objectives is a critical part of 
development, involving effectiveness evaluations [59]. 

• Collaboration: SG development involves cooperation between developers, subject 
matter experts, educators, and other stakeholders [60]. 

• Target Audience: SGs may cater to specialized groups, influencing their design and 
development [61]. 

Overall, SG development demands a thoughtful and targeted approach to game 
design and development, with a strong emphasis on educational or training objectives. 

Methods in enterprise architecture. The TOGAF Architecture Development 
Method (ADM) prescribes a sequence for architecture development but leaves scope 
determination to the organization, emphasizing the iterative nature of the process, 
where scope and deliverables evolve with each cycle [31]. Each ADM iteration 
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contributes to the company's Architecture Continuum. A project's scope is pivotal for 
success, with complexity determined by the extent of horizontal and vertical integration 
as suggested by the Zachman Framework [45].  Regular validation against initial 
expectations is necessary throughout the ADM cycle [45]. The ADM's stages, such as 
the architecture development phases (B, C, and D), include steps like selecting 
reference models, tools, establishing baseline and target architecture descriptions, gap 
analysis, roadmap components definition, resolving Architecture Landscape effects, 
stakeholder reviews, completing the architecture, and composing the Architecture 
Definition Document [45]. 

The Requirements Management phase is continuous, ensuring changes in 
requirements are governed and reflected in all phases [45]. Organizations may use a 
Requirements Repository to track requirements, including those in the existing 
Statement of Architecture Work. Output from each stage is subject to modification in 
subsequent stages, with version control for output versioning. 

4 Discussion 

The stakeholder-centred framework for serious game (SG) design acts as a decision-
support tool, addressing communication issues, focusing on relevant factors, and aiding 
in the evidence-based production of SG media. We therefore highlight multiple require-
ments for this framework: The framework for SG development should analyse SG 
teams' structures and conditions, identifying probable communication issues for evalu-
ation throughout the project lifecycle. It should facilitate project participation and em-
powerment, leveraging human capital against technical requirements to ensure stake-
holder effectiveness within their roles. Furthermore, the framework must accommodate 
project scope and objectives, advocating for a modular and extensible design to serve 
various stakeholders. 

Changes in the system should be clearly communicated, adopting a common lexicon 
for a shared understanding among stakeholders, emphasising transparency. The focus 
should remain on creating effective SG media, not on the technology used, with the 
framework integrating smoothly with internal functions. The framework should, more-
over, allow processes to be consistently replicated, optimising project components and 
simplifying variables like time and budget. 

It must also be tailored to the people and relationships involved in SG design, valuing 
their connections and roles. Offering support to stakeholders is crucial, with a built-in 
support system to resolve issues and promote community engagement. The framework 
should be maintainable and upgradable, ensuring its longevity and reducing duplication 
of efforts. It should be ergonomic and user-friendly, simplifying the build and deploy-
ment processes. Ultimately, the framework must ensure high SG design standards, lead-
ing to productive media and institutionalising best practices. 

SG development challenges are notable, including high production costs, difficulty 
in measuring effectiveness, multi-platform development demands, and maintaining 
player engagement [57,61,62]. 

ST and EA provide specific advantages in SG development: 
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ST Advantages: 
• It structures the engagement of all stakeholders in the development process [63]. 
• It ensures a balanced consideration of all interests during decision-making [64]. 
• It enhances communication transparency and collaboration [65]. 
• It upholds ethical considerations, potentially increasing market acceptance [66]. 
 
EA Advantages: 
• It offers a structured methodology for SG technical infrastructure, optimizing time 

and costs [67]. 
• It aligns SG development with organizational goals, ensuring strategic relevance 

[68]. 
• It improves user experience by focusing on end-user needs [69]. 
• It ensures flexibility and adaptability for future updates and market changes [70]. 
 

Combining ST and EA in SG development can lead to more engaging, effective, and 
strategically aligned games, considering the needs and interests of all parties involved, 
from players to investors and regulators. This approach can foster informed decision-
making in design and marketing, enhancing player trust and aligning the game with 
broader social and environmental goals. 

5 Limitations 

Despite the comprehensive nature of our integrative literature review, this methodology 
does present some challenges. The review's validity hinges on the quality of the in-
cluded studies as a convoluted research design or execution in the primary studies could 
undermine our findings. There is also potential for bias in the selection and interpreta-
tion of studies, as well as the risk of overlooking valuable non-English or unpublished 
research. Moreover, heterogeneity across studies in terms of design, settings, or popu-
lations complicates comparison and synthesis. Finally, given the fast-paced nature of 
SG research, some findings might become outdated by the time of publication. We have 
made every effort to mitigate these limitations in our approach. 

6 Conclusion 

This study has developed a comprehensive stakeholder-centred conceptual frame-
work by integrating the domains of SGs, ST, and EA. By addressing the needs and 
interests of all stakeholders and aligning with organizational goals, this framework en-
hances SG development, ensuring both scalability and improved player experiences. 
By integrating ST [②] and EA [③] principles, SG designers [①] are equipped to 
develop a comprehensive strategy for games that meet stakeholder needs and expecta-
tions. Centring SG design on the multifaceted interests of stakeholders and considering 
their input becomes a priority. TOGAF's enterprise architecture provides a blueprint for 
aligning SG design with organizational business objectives, ensuring relevant and en-
gaging learning experiences that improve performance and satisfaction. 
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A stakeholder-centred approach to SG development is crucial for creating effective, 
sustainable, and engaging games. Furthermore, EA offers a structured method for cre-
ating, implementing, and managing the game's technological infrastructure. This in-
cludes articulating technical specifications, selecting appropriate hardware and soft-
ware platforms, and establishing development standards and best practices. Addition-
ally, EA ensures that the game's technology is scalable, reliable, and secure, aligning 
with the overall business strategy and objectives. 

This framework addresses several challenges in SG development. It facilitates com-
munication and collaboration among developers, end-users, investors, and regulators 
[71], streamlines decision-making, aligns stakeholder goals, and ensures efficient re-
source allocation [72]. It emphasizes the player experience as a central stakeholder con-
cern to maintain engagement and meet expectations [73]. Risk mitigation strategies ad-
dress investor and regulator concerns about cost, compliance, and return on investment 
[74], while also considering stakeholders' technological compatibility needs [75]. 

In essence, the proposed stakeholder-centred framework for SG development em-
phasizes the importance of engaging all relevant stakeholders in a collaborative, unified 
effort. By doing so, it ensures that SGs are not only educational and engaging but also 
practical and relevant to the stakeholders' needs, as exemplified by the applications in 
student learning and physical therapy outlined earlier. The paper provides an in-depth 
exploration of the underlying literature that will inform the remainder of this project. 
With the framework's requirements and characteristics now established, future research 
will delve into system techniques and procedures, followed by a review of design 
choices by specialists in the field. The compatibility and value of the investigated do-
mains forge a solid foundation for a stakeholder-centred SG design framework, which 
will undergo further maturation and scrutiny by experts for future implementation. The 
amalgamation of SGs, ST, and EA emerges as a robust strategy for developing effective 
and sustainable game-based solutions within higher education and other contexts. 

Further research matures and visualises the conceptual framework from this integra-
tive literature review and sees various experts examine and scrutinise the tool for future 
implementation. Ultimately, the combination of SGs, stakeholder theory, and enterprise 
architecture provides a promising strategy for developing effective and enduring game-
based solutions for the context of higher education and beyond. 
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Abstract. The Eastern Cape Province faced significant challenges in hospital bed 

planning due to high COVID-19 infection rates and a lack of effective estimation 

models to support decision-making. This was because the first wave was charac-

terised by the ancestral strain with a mutation at position Asp614Gly, the second 

by the beta variant (B.1.351), the third by the delta variant (B.1.617.2), and the 

fourth by the omicron variant (B.1.1.529). Therefore, there is a need to develop 

adequate short-term prediction models for forecasting the number of hospital ad-

missions. This study proposed a comparative analysis of univariate (Autoregres-

sive Integrated Moving Average) ARIMA, (Long-term Short Memory) LSTM, 

and ensemble ARIMA-LSTM models for COVID-19 hospital admissions fore-

casting. Leveraging historical data, we evaluated model performance in the pub-

lic and private sectors using (Root Squared Mean Error) RSME, (Mean Absolute 

Error) MAE, and R-squared error. Our findings revealed that the LSTM model is 

the better performing model for both the public - RMSE:  0.146963, MAE: 

0.1018066, R2: 0.9990176 and private sectors - RMSE:  4.2412125, MAE: 

0.0816642, R2:  0.9990707. LSTM has the lowest RMSE and MAE values, indi-

cating more accurate predictions, and the highest R² values, indicating the best 

fit to the actual data. The ensemble ARIMA-LSTM improves performance over 

the ARIMA model but is still not as good as the LSTM model. The ARIMA 

model has the poorest performance among the three models for both sectors. 

These models were also compared with other existing models from previous re-

lated studies. Due to its proven resilience and heightened predictive precision, 

using LSTM holds promise for enhancing pandemic forecasting, thereby facili-

tating improved hospital admissions planning and management strategies.  
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1 Introduction 

Ever since its declaration as a pandemic by the World Health Organisation (WHO) in 

March 2020, the novel coronavirus disease (COVID-19) posed unparalleled challenges 

to global healthcare systems, marked by rapid escalation in infection and mortality rates 

within a condensed timeframe [1]. South Africa, a developing nation characterised by 

a bifurcated healthcare framework encompassing both public and private sectors, did 

not escape the relentless wave of challenges that enveloped the global community, as 

it emerged as one of the most profoundly impacted countries on the African continent 

[2-4].  

Caught in a quagmire of all the health systems shock due to high infection and ad-

mission rates, hospital preparedness was found lagging as there were no specific plan-

ning guidelines in place to arrest the rampant increases in hospital admissions. A high 

number of hospital admissions meant high chances of strained health resources, com-

pounded risks of more transmissions, and work overload to healthcare providers. Be-

cause of the inadequacy in the ability to use precision estimation methodologies, there 

were huge expenses were incurred in building mobile health facilities, buying protec-

tive equipment, and other health technologies [4-7].  

Models such as ARIMA, and LSTM model have been previously employed in 

healthcare-related studies such as disease surveillance to assist in time series forecast-

ing providing for better decision-making [8-11]. Using ARIMA and LSTM models for 

forecasting in healthcare admissions offers several advantages. ARIMA, a classical 

time series model, is particularly useful for capturing linear trends and seasonality in 

hospital admissions data [12]. Its simplicity and interpretability make it a valuable tool 

for short-term forecasting, allowing hospitals to allocate resources effectively. On the 

other hand, LSTM, a type of recurrent neural network (RNN), excels at capturing com-

plex, nonlinear patterns in time series data, which can be especially beneficial in 

healthcare [13]. LSTM's ability to remember past information over long sequences and 

adapt to changing patterns makes it suitable for longer-term and more intricate hospital 

admissions forecasts.  

Therefore, there is a need for developing adequate short-term prediction models for 

forecasting the number of hospital admissions. In this study, we proposed a compara-

tive analysis of univariate ARIMA, LSTM, and ensemble ARIMA-LSTM models for 

COVID-19 hospital admissions forecasting. The rest of the paper unfolds as follows: 

In Section 2, conduct a comprehensive literature review, delving into existing research 
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on the use of ARIMA, LSTM and other models in the prediction of COVID-19. Section 

3 outlines the data collection and preprocessing methods, introduces the proposed mod-

els, and how the prediction process was conducted. Section 4 presents experimental 

results, model comparisons, and implications. Section 5 presents study discussions. 

Section 6 presents our concluding observations, summarising the key takeaways from 

the study.  

2 Literature Review 

The Eastern Cape Province was also engulfed in hospital bed planning challenges due 

to high infection rates and insufficient models of estimation to aid decision-making. 

Fig.1 summarises the trends in admission in the Eastern Cape. A timeline on the spread 

of the virus suggests that, like the National trend, between the period of March 2020 to 

September 2022, the Eastern Cape Province experienced four distinct waves of the 

COVID-19 pandemic, each primarily characterised by the prevalence of a specific var-

iant of concern [14]. These waves featured the ancestral strain with a mutation at posi-

tion Asp614Gly during the first wave, the beta variant (B.1.351) in the second wave, 

the delta variant (B.1.617.2) during the third wave, and finally, the omicron variant 

(B.1.1.529) in the fourth wave. 

 

Fig. 1. Eastern Cape Province COVID-19 hospital admissions trends for the period 2020-2022 

 

 

 

Table 1 presents models reported in the literature for forecasting Covid-19 pandemic-

related studies. Most of the studies reported CNN, LSTM and Bi-LSTM models as out-

performing statistical traditional models such as ARIMA and SVR.  
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Table 1. Models reported in the literature for forecasting Covid-19 pandemic-related studies. 

Authors Proposed Models  Remarks 

Ma et al. [15] LSTM, LSTM-Markov hybrid model This study reported the comparison between 

LSTM and LSTM-Markov model but did not 

discuss the parameters of these models. 

Nabi et al. [16] CNN, Multivariate CNN They reported that CNN has performed better 

than LSTM. 

Ketu et al. [17] CNN-LSTM, LSTM, ARIMA The proposed hybrid CNN-LSTM model per-

formed better than ARIMA or LSTM models. 

This study also lacks the information on the pa-

rameters of the models. 

Shahid et al. [18]  ARIMA, Bi-LSTM, GRU, SVR The findings show that the Bi-LSTM model 

consistently outperforms the others, achieving 

the lowest error rates and highest accuracy, 

making it a valuable tool for pandemic predic-

tion and public health planning. 

Valente et al. [19] LSTM, Bi-LSTM,  The findings demonstrate state-of-the-art accu-

racy in ICU predictions, suggesting that these 

models can significantly aid policymakers in 

optimising public spending and managing re-

gional mobility during the pandemic. 

Devaraj et al. [20] 

 

 

 

 

 

 

 

Stacked LSTM, ARIMA, LSTM, 

Prophet Approaches 

 

 

 

 

 

This paper explores the use of deep learning-

based time series techniques to predict COVID-

19 cases, emphasising the importance of AI in 

forecasting pandemic trends. Among the mod-

els evaluated, Stacked LSTM showed the high-

est accuracy with less than 2% error, proving its 

reliability for predicting cumulative confirmed, 

death, and recovered cases globally, as well as 

in specific regions like India and Chennai. 

Seo et al. [21] Bi-LSTM,  This study aimed to create a web-based tool for 

hospital administrators to accurately predict 

bed occupancy rates (BOR) for individual 

wards and rooms over different time periods, 

enhancing hospital scheduling and resource 

management. The findings showed that Bi-

LSTM models provided the best performance, 

with the ward-level model achieving a mean ab-

solute error (MAE) of 0.067 and the room-level 

model combining dynamic and static data 

achieving an MAE of 0.129, facilitating effi-

cient bed operation planning though visual 

web-based dashboards. 
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3 Method 

3.1 Data Collection and Preprocessing 

This study employed retrospective data comprising 46,050 records, with approximately 

30,920 records from the public sector and around 15,130 records from the private sec-

tor, sourced from the South African DATCOV national active surveillance system for 

COVID-19 hospital admissions spanning from March 2020 to August 2022. Notably, 

the higher patient volume in the public sector can be attributed to its provision of pre-

dominantly free healthcare services, whereas the private sector reported fewer hospital 

admissions due to its reliance on medical insurance for service coverage. The dataset 

encompassed a total of 893 days' worth of information.   

In the data preprocessing phase, we began by identifying the unique categories pre-

sent in the "Sector" column of our dataset. This step is essential for understanding the 

categorical variables we are working with. We then utilised a common technique called 

one-hot encoding to transform these categorical variables into a numerical format that 

machine learning algorithms can interpret more effectively. One-hot encoding essen-

tially creates binary columns for each category, indicating its presence or absence in 

each observation. This method prevents the algorithm from interpreting categorical var-

iables as ordinal or numerical, which could lead to incorrect assumptions [22].   

Following this, we focused on time series data manipulation. We converted the 

"Date" column into a datetime format to facilitate time-based operations. Converting 

dates to datetime format enables time-based analysis, allowing us to uncover temporal 

patterns and trends in the data. Aggregating data over specific time periods and com-

puting moving averages provides insights into long-term trends while smoothing out 

short-term fluctuations, resulting in more robust analyses.   

Finally, we computed the 14-day moving average of each sector’s hospitalisation 

admissions (see Fig. 2). Using a 14-day moving average helps to smooth out short-term 

fluctuations in the data, providing a clearer view of the underlying trend. This technique 

also helps to highlight longer-term patterns by averaging out daily variations, making 

it easier to discern gradual changes over time. 
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Fig. 2. EC COVID-19 14-Day Moving Average by Sector 

For LSTM, we allocated 80% of the data for training and 20% for testing the models 

and prediction. This means that we utilised a dataset spanning 800 days, while for 

model testing, we employed a dataset spanning 93 days. For ARIMA we decomposed 

the time series data as this aided us in understanding the data's structure, achieving 

stationarity, accounting for seasonality, improving forecast accuracy, and performing 

effective diagnostic checks. The AD Fuller test was conducted for both sectors to test 

for stationarity. Both data sets had p-values less than 5% suggesting that the dataset 

was stationary. Prediction for both models sought to estimate the hospital admissions 

figure in the next 28 days of the dataset for better hospital bed planning. 

3.2 Models 

To facilitate a rigorous forecasting, we utilised the autoregressive integrated moving 

average (ARIMA) and long short-term memory (LSTM) models, employing these 

methodologies to discern the superior model in predicting hospital bed occupation 

through admissions within the respective sectors under consideration.  

Autoregressive Integrated Moving Average (ARIMA)  

This is a popular time series forecasting model used to analyse and forecast data 

points based on their historical patterns including in healthcare-related studies [23]. 

ARIMA models are particularly effective for univariate time series data, where each 

data point is associated with a specific time index. Three main components constitute 

the ARIMA (p,d,q) model namely: Autoregressive (AR) terms, Integrated (I) order, and 

Moving Average (MA) terms. Each component captures different aspects of the time 

series data. The ARIMA model equation can be expressed as follows:   

 

188



y(t) = c + φ₁y(t-1) + φ₂y(t-2) + ... + φₚy(t-p) + θ₁ε(t-1) + θ₂ε(t-2) + ... + θqε(t-q) + ε(t)  

 

Where: y(t) represents the value of the time series at time t.  

 

c is a constant term.  

 

₁, φ₂, ..., φₚ are the autoregressive coefficients for the past p values of the series.  

 

θ₁, θ₂, ..., θq are the moving average coefficients for the past q error terms (residuals).  

 

ε(t) is a white noise error term at time t.  

 

Considering that this study employed the ARIMA model for its COVID-19 hospital 

admission forecasting analysis, a brief contextual explanation of the formula is as fol-

lows:  

 

y(t): This represents the number of COVID-19 hospital admissions at time t.   

 

φ₁, φ₂, ..., φₚ: These coefficients represent the autoregressive terms. In the context of 

COVID-19 hospital admissions, they capture the influence of past hospital admission 

numbers on the current hospital admissions count. For instance, if φ₁ is positive, it 

means that an increase in hospital admissions in the previous time step will positively 

impact the current hospital admissions count [23].  

θ₁, θ₂, ..., θq: These coefficients represent the moving average terms. They reflect 

how past prediction errors (residuals) contribute to the current hospital admissions 

count. If θ₁ is positive, it indicates that past underpredictions (negative residuals) will 

contribute to higher hospital admission counts in the present.  

ε(t): This term represents the white noise error at time t. It captures the unexplained 

variability in hospital admissions that is not accounted for by the autoregressive and 

moving average terms. In the context of COVID-19 hospital admissions, ε(t) could rep-

resent factors such as sudden outbreaks, policy changes, or other unforeseen events 

affecting hospital admission numbers.  

c: The constant term captures any overall average or baseline level of hospital ad-

missions that is not explained by the autoregressive and moving average components.  

By fitting an ARIMA model to the historical COVID-19 hospital admissions data, 

we were able to estimate the values of φ₁, θ₁, and other coefficients to create a model 

that predicts future hospital admission numbers based on their historical patterns.   

The ARIMA model for public sector hospital admissions possessed the following 

parameters: p = 5, d = 1, and q = 3. The ARIMA model for private sector hospital 

admissions possessed the following parameters: p = 3, d = 1, and q = 4. A comprehen-

sive explanation of the ARIMA results is as follows:  

 

Public Sector Hospital Admissions: ARIMA (5, 1, 3):  
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• p = 5: This indicates the number of autoregressive terms. It means the current value 

of the series is based on its previous two values. This suggests a relationship where 

the last two observations have a linear influence on the next observation.  

• d = 1: This is the degree of differencing required to make the series stationary. A 

value of 1 means that the series needed to be differenced once to achieve stationarity. 

Differencing helps in removing trends or seasonal patterns, making the data's mean 

and variance constant over time.  

• q = 3: This denotes the number of lagged forecast errors in the prediction equation, 

known as the moving average component. A q of 1 means the model uses the error 

term from the immediate last forecast to improve accuracy.  

 

Private Sector Hospital Admissions: ARIMA (3, 1, 4):  

• p = 3: Indicates that the current value of the series is influenced by its immediately 

previous value, showing a direct linear relationship with the last observation.  

• d = 1: Like the public sector model, this series also required differencing once to 

achieve stationarity, indicating a trend that needed to be removed for effective mod-

elling.  

• q = 4: This suggests a more complex moving average component than in the public 

sector model. The current value of the series is influenced by the forecast errors from 

the previous three observations, implying that the prediction can be significantly ad-

justed based on the recent errors in forecasting.  

 

In summary, the public sector model suggests that it relies on more of the immediate 

past values and less on the moving average component. This indicates a somewhat 

smoother series where recent past values are significant predictors of future values, with 

less noise. The private sector model, with a higher q value, suggests that the prediction 

error has a more pronounced effect on forecasting. This means that the private sector 

hospital admissions data is more volatile or has more noise, requiring a stronger moving 

average component to achieve accurate forecasts.  

Both models requiring a value d of 1 suggest that each series had a trend component 

that was removed by differencing once, making them stationary and suitable for 

ARIMA modelling. The differences in p and q values between the two sectors highlight 

the unique characteristics of hospital admissions in these sectors, possibly due to vary-

ing factors influencing admissions in public versus private hospitals. 

Long Short-term Memory  

 

LSTM is a type of recurrent neural network (RNN) architecture that excels in cap-

turing long-range dependencies and patterns in sequential data, making it particularly 

suitable for time series forecasting tasks [24, 25]. Unlike traditional feedforward neural 

networks, LSTM networks possess memory cells and specialised gating mechanisms 

that allow them to remember and update information over extended sequences. This 
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unique architecture helps LSTMs avoid the vanishing gradient problem, which can hin-

der the training of deep networks on sequential data. As illustrated in Fig. 2, the primary 

components of an LSTM unit include:  

Cell State (Ct): This is the core memory of the LSTM. It runs straight down the entire 

chain of LSTM units, allowing information to flow along the entire sequence with min-

imal modification. The cell state can be seen as a conveyor belt that runs through the 

unit with various gates controlling the flow of information.  

Input Gate (i): This gate decides which information should be stored in the cell state. 

It uses the current input and the previous hidden state (output) to determine what new 

information to store.  

Forget Gate (f): The forget gate decides what information should be removed from 

the cell state. It takes the previous hidden state and the current input to determine what 

information is no longer relevant.  

Output Gate (o): The output gate decides what the next hidden state (output) should 

be. It combines the current input and the previous hidden state to produce the output.  

  

  

  

Fig. 3. 

 

Fig. 4. Long Short-term Memory Architecture [17] 

 

 

 

By applying LSTM to COVID-19 hospital admissions data, we were able to leverage 

its ability to capture intricate temporal relationships, adapt to changing dynamics, and 

make accurate forecasts.   

We define a Long Short-Term Memory (LSTM) neural network model using the 

Keras Sequential API. The model architecture consists of three LSTM layers, each 

comprising 64 units, which are neural network cells capable of retaining information 
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over time. The Rectified Linear Unit (ReLU) activation function is applied to each 

LSTM layer, introducing non-linearity to the model. Dropout layers, with a dropout 

rate of 20%, are added after each LSTM layer to prevent overfitting by randomly setting 

a fraction of input units to zero during training. This regularisation technique improves 

the model's ability to generalise to unseen data. A single neuron Dense layer follows 

the LSTM layers, serving as the output layer responsible for producing predictions. The 

model is compiled using the Adam optimiser and is trained to minimise the mean 

squared error (MSE) loss function. This loss function quantifies the disparity between 

the predicted and actual values, guiding the optimisation process during training. Over-

all, this model architecture is tailored for sequence prediction tasks, leveraging LSTM's 

memory capabilities, and incorporating dropout regularisation to enhance performance 

and prevent overfitting. 

Ensemble ARIMA-LSTM 

The ensemble model combines predictions from ARIMA and LSTM, by averaging their 

forecasts. This approach leverages the complementary strengths of both models to po-

tentially improve overall prediction accuracy. By aggregating predictions from diverse 

modelling techniques, the ensemble model aims to mitigate individual model biases 

and capture a more robust representation of the underlying patterns in the data. In the 

study, this ensemble approach is motivated by the desire to enhance the accuracy of 

COVID-19 hospital admission forecasts by integrating the predictive capabilities of 

both traditional time series (ARIMA) and deep learning (LSTM) models. In addition, 

stacking method was also used but did not yield results.  Table 2 summarises hyperpa-

rameters and values used in optimising the performance of the models in the study.  

Table 2. Model's Hyperparameters and Value 

Models Hyperparameter Values 

LSTM Number of neurons  

Epoch 

Verbose 

Batch size. 

Optimiser 

Loss function 

Activation function  

50,100,50 

20 

0 

1 

Adam 

MSE 

ReLu 

ARIMA  p, d, q Public (5,1, 3), Private (3,14) 

Ensemble 

ARIMA-

LSTM 

Combined LSTM and ARIMA 

Weighted average  

All LSTM and ARIMA values 

-  
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Model Evaluation  

In the context of our study on forecasting hospital admissions in both public and 

private sectors, we have carefully selected RMSE, MAE, and R2 as our primary evalu-

ation metrics. RMSE represents the square root of the average of squared differences 

between predicted and observed values, emphasising larger errors. In contrast, MAE 

represents the average of absolute differences between predicted and observed values, 

providing insights into average prediction accuracy regardless of error direction. R2 

represents the proportion of the variance in the dependent variable that is predictable 

from the independent variables, and it is important because it indicates the goodness of 

fit and explanatory power of the mode [26].  RMSE, MAE and R2 were chosen as eval-

uation metrics due to their simplicity, robustness to outliers, and alignment with com-

mon loss functions used in regression tasks [27]. These metrics offer intuitive interpre-

tations and facilitate direct optimisation of models during training [28]. We aim to pro-

vide a concise yet comprehensive evaluation framework that enables meaningful com-

parisons between ARIMA, LSTM and ensemble ARIMA-LSTM models in predicting 

hospital admissions across public and private sectors. This approach ensures a fair and 

rigorous assessment of predictive performance, enhancing the reliability of our analyses 

in healthcare forecasting.  

4 Experiment Results and Interpretation 

4.1 ARIMA  

Public Sector 

For public sector hospital admissions, the ARIMA model yielded an RMSE of 

8.6117031, an MAE of 6.9453619, and an R² of -2.3732639. These values suggest that, 

on average, the predictions are off by approximately 8.6117 units. The negative R² in-

dicates that the model performs worse than a simple mean-based prediction, suggesting 

it does not capture the underlying trend well. 

 

Private Sector 

For private sector hospital admissions, the ARIMA model produced an RMSE of 

6.7424687, an MAE of 5.7287073, and an R² of -3.8802909. These results indicate that 

the predictions are, on average, off by about 6.7425 units. The highly negative R² value 

again indicates poor model performance, signifying that the model fails to explain the 

variance in the data effectively.  

4.2 LSTM   

Public Sector 

For public sector hospital admissions, the LSTM model achieved an RMSE of 

0.1469631, an MAE of 0.1018066, and an R² of 0.9990176. These metrics demonstrate 

that the LSTM model provides highly accurate predictions, with errors averaging only 

0.147 units. The near-perfect R² value indicates an excellent fit to the actual data, ex-

plaining almost all the variance. 
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Private Sector 

   For private sector hospital admissions, the LSTM model resulted in an RMSE of 

0.0930407, an MAE of 0.0816642, and an R² of 0.9990707. This performance suggests 

very high prediction accuracy, with an average error of just 0.093 units. The R² value 

close to 1 confirms that the model almost perfectly captures the data's variance.  

4.3 Ensemble ARIMA-LSTM  

Public Sector 

For public sector hospital admissions, the ensemble model combining ARIMA and 

LSTM produced an RMSE of 4.2412125, an MAE of 3.4279851, and an R² of 

0.1818135. These results indicate that the ensemble model improves upon the ARIMA 

model but still falls short of the LSTM model in terms of accuracy and explanatory 

power. The positive R² suggests some degree of variance explanation, but it remains 

relatively modest. 

 

Private Sector 

For private sector hospital admissions, the ensemble model achieved an RMSE of 

3.4005666, an MAE of 2.88388, and an R² of -0.2413962. These results show better 

performance than the ARIMA model alone but not as effective as the LSTM model. 

The negative R² value indicates that, despite some improvements, the ensemble model 

does not adequately capture the data's variance compared to the LSTM model. 

 Table 3 shows the results from the ARIMA, LSTM, and ensemble ARIMA-LSTM 

models between public and private sectors, and Fig 3 and Fig 4 depict public and private 

sector hospital admissions of all models against actual values. 

Table 3. Results of the models’ performance 

Sector Models RSME* MAE*            R2 *   

Public ARIMA  

LSTM 

Ensemble ARIMA-LSTM  

8.612 

0.147 

4.241         

6.945           

0.102 

3.428                                                 

-2.373 

0.999 

0.182 

 

Private  ARIMA 

LSTM 

6.742 

0.093 

5.729 

0.082 

-3.880 

0.999 

 

 Ensemble ARIMA-LSTM 3.401 2.884 

 

0.241  

* Rounded off to three decimal places.  
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Fig. 4. Public sector predictions 

  

Fig. 5. Private sector predictions 

4.4 Models Comparison Against Other Existing Models 

The results of the ARIMA, LSTM, and ensemble ARIMA-LSTM were compared to 

those of previous studies despite them utilising different COVID-19 dataset and differ-

ent geographical location. This comparison provided insights into the models' general-

isability and performance across varying data sets and geographic locations. For com-

parison purpose we used the average score of public and private sectors for each model 

and metrics.   
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ARIMA Model: 

ARIMA model shows an RMSE of 7.6770859, which is higher compared to most mod-

els in the previous research, indicating less accurate predictions. The MAE of 

6.3370346 is also relatively high. The R² value is negative of -3.1267774, indicating 

that the model fits the data poorly. This aligns with previous research [17, 18, 20] find-

ings where ARIMA models generally performed worse compared to deep learning 

models, such as the significantly negative R² values for various countries. 

 

LSTM Model: 

LSTM model demonstrates exceptional performance with an RMSE of 0.1200019 and 

MAE of 0.0917354, significantly lower than the values from the previous studies in 

[18]. For instance, in the UK, the LSTM model had a RMSE of 0.065. The R² value of 

0.99904415 in the study suggests an almost perfect fit, which is much better than the 

results for Brazil (RMSE: 0.197) and Russia (RMSE:0.05) in [18]. This suggests that 

our LSTM model outperforms those in the previous research, especially in terms of 

accuracy and predictive power. 

 

Ensemble Model: 

The ensemble model in the study shows an RMSE of 3.82088955, which is higher than 

the LSTM in [15,17] but lower than the ARIMA model [18], suggesting moderate per-

formance. The MAE of 3.15593255 is also moderate, better than the ARIMA model 

but worse than the LSTM. The R² value is slightly negative (-0.02979135), indicating 

that the ensemble model does not fit the data well, though it is not as poor as the ARIMA 

model. Compared to previous studies in [16,17], where CNN models often performed 

best for example Brazil’s CNN model RMSE of 0.086, the ensemble model shows room 

for improvement, possibly by integrating more advanced deep learning techniques. 

4.5 Overall Implications  

The overall implication of this study lies in its contribution to the field of healthcare 

forecasting, particularly in the context of COVID-19 hospital admissions planning. By 

employing a rigorous methodology that integrates traditional time series analysis 

(ARIMA), deep learning (LSTM), and ensemble ARIMA-LSTM technique, we have 

provided insights into the predictive capabilities of these models in both public and 

private healthcare sectors. Our findings underscore the remarkable accuracy of LSTM 

models in forecasting hospital admissions, especially when compared to ARIMA and 

ensemble approaches. However, the ensemble model performs moderately but can po-

tentially be enhanced by incorporating more sophisticated deep learning architectures 

or hyperparameter tuning. Additionally, our comparison against existing models high-

lights the generalisability and superior performance of LSTM models across different 

datasets and geographic locations, offering valuable insights for future research and 

practical applications in pandemic preparedness and management strategies. 
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5 Discussion and Conclusion  

In this study, we explored the predictive capabilities of ARIMA, LSTM, and ensemble 

ARIMA-LSTM models in forecasting COVID-19 hospital admissions in both public 

and private healthcare sectors. Our results indicate that LSTM models consistently out-

performed ARIMA and ensemble approaches in terms of accuracy and explanatory 

power. Specifically, LSTM models demonstrated highly accurate predictions with low 

RMSE and MAE values, as well as near-perfect R² values, suggesting an excellent fit 

to the actual data. 

   While the ensemble ARIMA-LSTM model showed improvement over the ARIMA 

model alone, it still fell short of the LSTM model's performance. This suggests that 

there is potential for further refinement of ensemble techniques, such as incorporating 

more advanced deep learning architectures or optimising hyperparameters [29]. 

The comparison against existing models from previous studies highlighted the gen-

eralisability of LSTM models across different datasets and geographic locations. Our 

LSTM model outperformed previous models in terms of accuracy and predictive power, 

indicating its robustness in forecasting COVID-19 hospital admissions. 

In conclusion, our study contributes to the field of healthcare forecasting by provid-

ing insights into the effectiveness of various modelling techniques for predicting 

COVID-19 hospital admissions. LSTM models emerged as the most promising ap-

proach, offering accurate and reliable predictions. However, there is still room for im-

provement in ensemble techniques, and future research could explore more sophisti-

cated deep learning architectures or incorporate additional features for enhanced pre-

diction accuracy [30]. 

Overall, our findings have practical implications for pandemic preparedness and 

management strategies, enabling healthcare practitioners and policymakers to make in-

formed decisions based on accurate forecasts of hospital admissions. 
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Abstract. Globally, the importance of e-governance platforms in delivering ser-

vices to citizens has significantly changed the way in which elected officials, 

public servants and ordinary people interact. However, in the African context, the 

digitisation of public services raised numerous unfulfilled expectations of seam-

less electronic service delivery among the public which often has to endure long 

queues, filling of countless forms and travelling long distances. Given that digit-

isation, datafication and platformisation processes are predominantly driven by 

platform companies from the Global North, most e-government platforms and 

systems are not easily relatable to the African context. Because of the inbuilt 

colonial matrix of power, African governments are too dependent on hardware 

and software from Asia and North Africa. This article relies on virtual ethnogra-

phy and qualitative context analysis to assess user perceptions of e-government 

platforms and system failures in Botswana. Users’ perceptions and sentiments of 

e-government system failures were extracted from both government and corpo-

rate social media Facebook pages announcing e-government system failures in 

Botswana. Thematic analysis was adopted, resulting in the emergence of four 

themes, namely; encouraging law-breaking, loss of confidence in government, 

exasperation and security concerns. The results are discussed and implications 

put forward.  

Keywords: Botswana, e-government, failure, Africa, user perceptions, social 

media, sentiment analysis. 

1 Introduction 

The exponential increase in Information and Communication Technologies (ICTs) has 

fundamentally transformed modern society [1], leading to a burgeoning body of litera-

ture on the contribution of ICTs to various developmental agendas. The delivery of 

public services in various countries has also transitioned with the adoption of various 

forms of e-governance, to an extent that has reformed the way governments operate, 

deliver services and interact with citizens [2]. Thus, governments have followed the 

corporate world’s investment in the potential of ICTs by digitizing many of their own 

operations so as to transform service provision [3], [4]. Proponents of e-government 
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platforms and systems argue that they help governments attain better efficiency and 

improve governance, as well as enhance citizen participation, and improve relations 

with citizens [5]. Citizens who have grown accustomed to ICT-mediated services in the 

private sector now expect similar levels of e-services from the government [2], [6]. 

Etoundi and colleagues [7] state that ICT adoption in Africa is likely to lead to socio-

economic growth, poverty reduction, and ultimately contribute to the reduction of wars. 

Consequently, the gold rush mentality around the implementation of e-government sys-

tems in developing countries has been recorded, albeit with minimal impact on address-

ing the needs of most citizens, rather than the relative few [8], [9].  

 

A number of scholarly literature on various aspects of e-government in Africa have 

been published over the last two decades [2], [3], [10]. The growing importance at-

tached to e-government implementation of these interfaces is evidenced by the growing 

number of sub-Saharan countries rolling out e-government implementation roadmaps 

[11]. In Southern Africa, a plethora of studies have attempted to document the status, 

challenges and prospects of e-government in countries such as Botswana [12], Namibia 

[10], [13], South Africa [2], Zambia [14], and Zimbabwe [15]. Some contemporary 

studies [16], [17] discuss e-government through the lens of the Fourth Industrial Revo-

lution (4IR), arguably highlighting the continued importance of e-government in the 

midst of evolving technologies.  

 

While e-government adoption in sub-Saharan Africa has been widespread, most of the 

initiatives have not met expectations [5]. Important in critically analyzing the efficacy 

of such interfaces is the quality of “interoperability” between service providers and us-

ers [18], especially when considered “from a technical, conceptual, and user interface 

point of view” [18, p. 237]. Furthermore, the findings of Daramola and Ayo [9] that 

African countries’ adoption of e-government platforms has not served the majority of 

their citizens, underscores the present need for research on user perspectives of e-gov-

ernment services in those countries. Citizen participation is one of the cornerstones of 

e-government [5], but few studies in the African context evaluate e-government ser-

vices from a citizen’s viewpoint [19]. Arguably, failure to consider the perspectives of 

citizens violates the tenets of democracy, thus contradicting the very stated goal of e-

governance enhancing democracy, among other benefits. Given the dearth of people’s 

perspectives on e-governance in the extant literature, this study seeks to gauge citizens’ 

perceptions of failing e-government systems in Botswana. As argued by Maclean and 

Titah [4], there is a dearth of empirical research on the negative impact or public value 

destroyed by e-government systems. Therefore, this paper may be viewed as an attempt 

to contribute to filling this vacuity in literature, by using user sentiments to gauge reac-

tions to e-government systems failure. The paper is structured as follows: firstly, we 

provide a brief overview of e-government in Africa; secondly, we focus our discussion 

on e-government in Botswana; thirdly, we elucidate the role of social media in the role 

of e-government; then we proceed to discuss the methodology, followed by the results 

and conclusions of the study.  
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2 e-Government in Botswana 

E-government arrived in Africa as an imported concept, based on imported designs and 

agendas [20], [21], and the subsequent studies in African e-government are under-

pinned by Global North theories [22]. African countries, as did most developing coun-

tries, implemented e-government initiatives with the support and guidance of Western 

institutions [23], [24]. In spite of the intellectual and financial support from the devel-

oped Global North, there are many of e-government initiatives which have fallen far 

short of the purported developmental, economic and poverty alleviation benefits [9]. A 

number of reasons have been advanced for the e-government failures in developing 

countries. However, many of these theories fall within the design-reality gap frame-

work. Dada [25] summarized the various design-reality gaps as follows: 

 

 Hard-Soft Gaps: the difference between the actual technology (hard) and the 

reality of the social context (people, culture, politics etc.) in which the system 

operates (soft). 

 

 Private-Public Gaps: the difference between the private and public sectors 

means that a system that works in one sector often does not work in the other. 

This is due to incompatibilities between systems designed for the private sec-

tor and the reality of the public sector into which the system is transferred. 

 

 Country Context Gaps: the differences that users experience between e-gov-

ernment systems in developed and developing countries, which arises from 

the gap between a system designed for first world countries, and the reality of 

a developing country into which the system is transferred. 

 

In the words of Daramola [9], while the intentions of e-government are noble, “[t]he 

reality, though, is that African countries’ adoption of e-government platforms hasn’t 

served the majority of their citizens. Services like e-taxation, e-payment and e-billing 

are useful for the middle class and richer people. But e-government initiatives that 

would support and cater to poorer people are sorely lacking”. 

 

The Botswana government adopted its National Information and Communications 

Technology Policy, named Maitlamo, in 2007. This was preceded by an e-readiness 

assessment conducted in 2004.  Maitlamo acts as a roadmap towards the transformation 

of the socio-economic, cultural and political status quo by effectively implementing 

ICTs in government service delivery [26].  The Maitlamo policy informs various sub 

policies such as the Botswana National e-Government Strategy 2011-2016, and the 

Botswana e-Government Master Plan 2015-2021. Recently, the Botswana government 

introduced the SmartBots initiative. The SmartBots initiative seeks to take advantage 

of the opportunities presented by the Fourth Industrial Revolution (4IR) and move the 

country towards the Knowledge-Based Economy. The SmartBots initiative has re-

ceived donor funding from supranational entities such as the European Union, which 

funds the development of a National Innovation Capability Framework and a Digital 
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Business Package for Women Entrepreneurs [27]. The Botswana government aims to 

deliver a smart and efficient public sector through digitization of public services.   

 

Schuppan [23] comments that sub-Saharan public services are punctuated by ineffi-

ciencies, limited capacity, and poorly trained personnel. As rightfully noted by Schup-

pan [23], e-government then becomes the remedial tool that could address some of the 

inefficiencies bedeviling the public sector. This is certainly true for Botswana, which 

has the stated goal of improving the convenience, quality and efficiency of service de-

livery [28]. However, the jury is still out on the extent to which e-government imple-

mentation has transformed public service delivery in Botswana. After a study assessing 

e-government in Botswana, Okike and Lobadi [12, p. 89] concluded that Botswana has 

“one of the leading progressive e-government systems on the African continent”. Sim-

ilarly, Bwalya and Healy [29] identified Botswana (along with South Africa, Mauritius 

and Seychelles) as one of the leaders in e-government in southern Africa.  

 

As observed by the researchers, anecdotal evidence from various government an-

nouncements on social media paint a picture of e-government systems that are failing. 

The phrase “System e down” has become a frequent headline and catchphrase among 

e-government commentators and users in Botswana. While Okike and Lobadi [12] es-

tablished that Botswana citizens were satisfied with e-government services rendered, 

commentary from social media suggests the contrary.  

3 Usage of social media as part of e-government systems and 

platforms 

Social media has become an indispensable source of information in the knowledge so-

ciety, playing an important role in defining citizen participation and action, through 

discussions and coordination of activities [30], [31]. Stieglitz and Dang-Xuan [32] state 

that the growth of social media has made it an invaluable tool to gauge citizens’ opin-

ions and attitudes on particular issues, including their perceptions of government ser-

vices provision. In Botswana, the government has been using social media platforms 

since 2011, although there are no documents guiding the government’s social media 

use [33]. It has thus become prudent for policymakers to analyze social media data for 

a reflection of citizens’ sentiments [18]. Consequently, Social Media Analytics (SMA) 

has become increasingly critical for institutions and governments [32], although SMA 

literature in the context of e-government is still very limited [31].    
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4 RESEARCH METHODOLOGY 

4.1 Research philosophy and design 

 

In order to identify how Botswana citizens perceive the failed e-government systems, 

we adopted a qualitative design, underpinned by an interpretive research philosophy. 

The interpretivist philosophy situates research in a particular context, and views reality 

as a social construct that may not necessarily be universal. Furthermore, scholars such 

as Haro-de-Rosario and colleagues [28, p. 44] have called for more qualitative studies 

of citizen/e-government interaction, stating that “it would also be interesting to conduct 

a more qualitative, rather than quantitative, analysis of citizens’ comments and re-

sponses to the government…”. Hence our adoption of a qualitative stance may be re-

garded as a response to such calls from the scholarly community. The study employed 

a virtual ethnography method to watch how citizens reacted to Facebook posts about 

failing Botswana e-government systems. Hine [29] states that highlighting the multi-

faceted nature and social structure of social media-based interaction is the aim of bring-

ing ethnography to online settings. 

4.2 Data collection 

 

The analyses period for the government posts, the reactions and comments from citi-

zens, was between 2011 to 2023. The comments from users were extracted from both 

government and corporate social media Facebook pages and saved to a Google Drive 

spreadsheet using the Groupboss application, no filtering was applied. By going to each 

citizen's Facebook profile page who left a comment, it was simple to determine the 

location/nationality of the individual based on that profile. Our search on Facebook 

brought up many pages on "system e down", with each post having numerous com-

ments about the country's e-government systems failing. 

4.3 Data analysis 

 

We used thematic analysis to examine citizens’ reactions to any announcements relat-

ing to Government Information System (un)availability posted on the official Botswana 

government Facebook page, using Facebook comments as a unit of analysis. We used 

Facebook as a testbed for two reasons. Firstly, studies have revealed that Facebook is a 

preferred medium when participating in government matters [30]. Secondly, Facebook 

has a much wider footprint than its competitors in Botswana [34]. Comments were 

coded at sentence level. Sentence level coding was chosen owing to the relatively short 

comments that individuals made on Facebook.   
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4.4 Trustworthiness and confirmability 

 

Different approaches were employed to enhance trustworthiness of the study and con-

firmability. To enhance trustworthiness, the researchers judiciously used verbatim 

quotes to keep the analysis as close to the actual comments as possible. As argued by 

some scholars, “presenting original voices of participants can also enhance the rigour 

of qualitative research” [35, p. 169]. For confirmability, the researchers utilized peer 

debriefing. A colleague who was not involved with the research was asked to assess the 

emergent themes and associated quotes and give their feedback.  

5 FINDINGS 

Our search encountered several posts related to failing e-government systems such as 

the Government Integrated Financial Management Information System, University of 

Botswana, and the Department of Road Transport and Safety. Some of the posts are 

from nine years ago, thus indicating that consumer complaints about the unreliability 

of government online platforms is a persistent problem. Our analysis led to the emer-

gence of four thematic areas, which are expounded upon in the following sub-sections.  

5.1 Theme one: Encouraging law-breaking 

 

Several posts suggested that some citizens may resort to committing illegal activities 

due to the e-government systems failure. When commenting on the transport e-govern-

ment system, one commentator stated that “even the transport system can take the 

whole week [off], whilst we are suffering…”. The continued unavailability of e-govern-

ment systems provokes thoughts of engaging in illegal activities. This is evidenced by 

one commentator who stated that “…I will start driving ka [with an] ID. [I] am tired 

of all this honestly”. In a related post, another citizen stated “and then you want to act 

surprised when people buy licences?”. Many of the posts indicated that because of the 

regular and often long periods of system unavailability, citizens had to drive without a 

license. Others added that they had been fined by the police for driving with expired 

licenses. All this perhaps explains why some citizens had to resort to irregular measures 

to get a licence, be it authentic or fake.   

5.2 Theme two: Loss of confidence 

 

Various comments showed that there was an increasing loss of confidence in the gov-

ernment’s ability to deliver services through e-government. In response to a govern-

ment statement announcing the unavailability of the e-government services at the de-

partment of Road Transport and Safety, a number of less than complementary com-

ments were made. For example, one commentator labeled it “the most hopeless and 
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useless department”. Another labeled it “the worst department and ministry in bw” 

(identifying the country by its domain) and added that the “minister is also clueless.”, 

while yet another user simply said, “You people are really useless”. While the forego-

ing comments may imply annoyance, other comments suggested a dismissive attitude 

due to the recurrence of the problem. For example, one user argued that it is “rather 

permanent, 'network e down' is their daily response.” Sharing similar sentiments, one 

user said that “another name for Botswana is SYSTEM E DOWN. This has been going 

on for years”. As result, some comments suggested that the government consider re-

verting back to manual systems to deliver services to citizens, as government was not 

ready for effective e-government service delivery. Comments questioning Botswana’s 

readiness for e-government include the following: 

  

“Let's go back to pen and paper, this system thing delays payments”. 

“A big NO NO NO, Botswana is not ready”. 

“Manually, please”. 

“Things of this place…we are still in the 1960s”. 

 

The perpetual unavailability of e-government systems led some citizens to question if 

there were funds and capacity to effectively implement and manage e-government sys-

tems. The loss of confidence also extended to the leadership in government. Comments 

alluded to the political leadership being both incompetent and self-serving, as evi-

denced by one user who commented that “hopeless in all ways, their systems work only 

a day in the entire year, the minister is too worried about his personal agenda, rather 

than getting this nonsense sorted”. 

5.3 Theme three: Exasperation 

 

Some comments suggest that some users have become apathetic and accepting of the 

persistent system failures as a reality. For example, one commentator stated that they 

had “learnt 2 acept ''system e down'' as our 2nd national anthem n d atitude thrown at 

u by d persn hu says dose words”. Another, responding to a post about system failure 

at the University of Botswana simply commented “who the hell cares”, while another 

also “what else is new”.    

5.4 Theme four: Security concerns 

 

Concerns were also raised about the security implications of failing e-government sys-

tems. In one post lamenting the prevalence of e-government system failures, one user 

stated the following: 

 

“…system e down at the border gates is going to cost us big time, [because it means 

that] criminals cross the border without any detection or trace.......if they can’t even 

notice Kgosi the former DISS Director, how will they notice other criminals? We should 
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be worried as a country, this is a risk to our National Security. [It implies that] those 

wanted by the police could have easily sneaked out of the country or into the country 

running away from other countries”.  

 

Responding to the initial comment raising security concerns, one of the users supported 

the view, stating; “I know that you speak from a political perspective but, still very true 

from a general point of view”.  

6 Discussion of findings 

The comments of Botswana citizens on Facebook regarding e-government unavailabil-

ity revealed varying negative reactions to the ineffectiveness of the e-government sys-

tem. Nevertheless, the reactions suggest that Botswana, and other developing countries, 

need to be intentional in their efforts to arrest the well-documented e-government fail-

ures. The theoretical and practical implications are discussed next. 

 

6.1 Theoretical implications 

 

Although the findings indicate that e-government failure may encourage law-breaking, 

to the best of our knowledge, no studies have highlighted the link between e-govern-

ment failure and increased intentions to break the law. While literature indicates that e-

government may be used to enhance law enforcement [36], the findings also indicate 

that poor-performing e-government systems may encourage anti-social behaviors .  

 

The findings reveal that e-government has a deleterious effect on citizenry’s confidence 

in government.  Not only do e-government failures lead to a loss of confidence in gov-

ernment, but Twizeyimana and Andersson [37] add that it leads to resistance to any 

future e-government initiatives. Similarly, a study conducted in Liberia by Mensah and 

colleagues [38] established that poor e-government performance does have a deleteri-

ous effect on citizens’ confidence in government. Furthermore, this is counter to one of 

the goals of e-government implementation, which is to improve citizens’ confidence in 

their governments. The loss of confidence has negative implications on the govern-

ment’s legitimacy, as government’s legitimacy is closely tied to citizens’ confidence in 

its ability to perform [39].  

 

Our findings suggest that regular e-government failure may also cause exasperation 

among users. The findings are consistent with the assertion of Twizeyimana and An-

dersson [37], that e-government failure may lead to distress. Furthermore, exasperation 

may lead to a decrease in motivational levels to use e-government services. Arguably, 

this may also contribute towards strained relations between citizens and government. 

 

Implications of e-government failure on security provision were also raised, particu-

larly the potential failure to manage and monitor the movement of people. The integral 
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role of technology in immigration control, particularly monitoring and identifying peo-

ple on the watch list, is highlighted by Maulana [36]. However, most of the extant e-

government literature focuses on security in online settings [2], [38]. Relatively little 

has been written about the offline security implications of e-government systems fail-

ure. Although online security is inarguably important, particularly where there is an 

exchange of information, e-government failure has offline security implications that 

policymakers need to be cognizant of. 

 

6.2 Practical implications 

 

The study highlights the importance of reducing e-government failure rates, which are 

still prevalent in the developing world. Since the results indicate that e-government 

failure leads to some unintended consequences or undesirable behavioral patterns, e-

government practitioners need to prioritize the development of more efficient e-gov-

ernment systems to minimize the aforementioned consequences. E-government failure 

should not only be viewed as a resource drain, but contributing to the emergence of 

some undesired attitudes and behaviors.  

7 Conclusion 

E-government failure in the developing world is well documented. On the other hand, 

relatively few studies have sought to understand how e-government users in developing 

countries react or perceive such occurrences. Consequently, this paper sought to shed 

light on how citizens of a developing country react to perpetual e-government failure. 

Comments of disgruntlement on the government’s official Facebook page content were 

successfully collected and analyzed. The trends of the comments highlighted a key 

phrase of “system e down” which significantly highlighted the failure of the e-govern-

ment system in Botswana. The limitations of the paper are that only one social network 

was used to analyzed citizens’ comments. The analysis was limited to the written com-

ments and sentiments, as the study did not analyzed images and emojis. There were 

also limitations associated with the use using virtual ethnography methodology. Virtual 

ethnography allowed us to collect comments of active Facebook users, meaning that 

the results or sentiments could not be generalized to the broader population.  Therefore, 

the views of non-Facebook users did not make part of the study.  Online interactions 

and analysis of online textual sentiments may lack the richness of non-verbal cues pre-

sent in face-to-face interactions. Future recommendations are that scholars need to 

adopt methodologies that will allow face to face interactions and behaviors from citi-

zens. Researchers can also adopt explanatory research approach to test hypothesis prop-

ositions that may emerge from citizen reactions. Scholars and practitioners should also 

adopt social media analytics methods and tools in the context of e-government to mon-

itor social media data for the purposes of analyzing data that reflect citizens’ concerns 

and needs. Social media analytics may offer a range of tools and methods to monitor, 

analyze and visualize big data from various social media platforms to generate insight-

ful contents and analytics.  
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Abstract. Although there has been interest in the ethical aspects of information 
systems (IS) since the 1980s, various authors have recently lamented the fact that 
not enough research has been done in the area and that ethics is often ignored in 
the IS industry. When one searches for research on the decolonisation and Afri-
canisation of IS ethics, few outputs can be found. The main research question that 
this article addresses is: How can African knowledge systems and ways of know-
ing inform and enrich IS ethics? The main aim of the article is to identify appro-
priate ethical insights, borrowed from Ubuntu-informed ethics, information eth-
ics and business ethics to serve as pointers for Ubuntu IS ethics. The study is a 
conceptual study which follows a philosophical approach. The research is a rudi-
mentary attempt to enrich IS ethical theory from an African viewpoint. The most 
important contribution of the paper is the proposal of a root for an Ubuntu-based 
IS ethic which could be used to counteract the hegemony of Eurocentric values 
embedded in information and communication technology. 

Keywords: Ubuntu, Information Systems (IS), Ethics, Diversity, Africanisa-
tion, Decolonisation. 

1 Introduction 

Although there has been interest in the ethical aspects of information systems (IS) since 
the 1980s, various authors have recently lamented the fact that not enough research has 
been done in the area and that ethics is often ignored in the IS industry [1–3]. When 
one searches for research on the decolonisation and Africanisation of IS ethics, few 
outputs can be found. While some relevant material can be found in closely related 
fields, such as African ethics, African information ethics and African business ethics, 
no one has – to my knowledge – attempted to integrate and apply the bits and pieces to 
the IS field.  

The research question that this article addresses is: How can African knowledge sys-
tems and ways of knowing inform and enrich IS ethics? Already in the previous cen-
tury, Samuel [4] noted that Africans represent a rich diversity of cultures and values. 
One should, therefore, be careful not to generalise ethical principles from one African 
culture, assuming that it is valid for the whole continent. This paper focuses on Ubuntu-
informed value systems as one possible permutation of African ethics. Ubuntu is a ho-
listic but complex system of thought that spans how people understand the physical 
world and the essence of being human, as well as human experiences, values and 
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lifestyles [5]. Otaluka regards Ubuntu as “an ancient moral theory” [6]. Ubuntu and 
related value systems are typical of sub-Saharan Africa (SSA) [7]. The paper answers 
the research question by indicating: 
• How the theoretical principles of global ethics, information ethics and business 

ethics inform IS ethics 
• How the theoretical principles of Ubuntu, Ubuntu ethics, Ubuntu information eth-

ics, and Ubuntu business ethics amend IS ethics 
• How the core of an Ubuntu IS ethics can be formulated to guide the design and use 

of IS in communalist environments 
The paper contributes to the SAICSIT 2024 conference theme of Human-Machine-

Digital Convergence with specific reference to the track on IS for sustainable develop-
ment and the United Nations’ sustainable development goal to “[r]educe inequality 
within and among countries” (https://sdgs.un.org/goals/goal10). Not only does it create 
awareness that Western value systems are often embedded in IS, but it also provides an 
ethical foundation for the adoption, adaptation and creation of IT artefacts within com-
munalist contexts. The discussion centres its attention on the ethical issues around the 
design and impact of IS, but a few comments will be made in passing about IS theory 
and research because it grounds practice. 

2 Global Ethics 

This section positions IS ethics within the broader field of global ethics because it is 
important to understand the general concepts of information ethics and business ethics 
before an Ubuntu perspective of these concepts can be offered. Ethics as an academic 
discipline philosophises on the nature and relevance of value systems in all scientific 
fields [2]. Kantian deontology and utilitarianism are two of the most important streams 
in Western ethics. Deontology strives to formulate a single ethical principle used to 
determine if an action is ethical or unethical, while utilitarianism evaluates the effects 
of an action to judge whether it is good or bad. According to Lajul [8], both these ap-
proaches are reductionist and based on individualistic values.  

Information ethics is an important reference discipline for IS because IS deals with 
the electronic storage, processing and use of information in the business industry, or-
ganisations and society, as well as the effect of digital applications on society and the 
environment. Information ethics also deals with ethical issues related to information 
and communication technology (ICT) and social media [9]. Durani, Eckhardt and 
Kollmer [10] regard business ethics as a higher level of normative ethics where meta-
ethical considerations are integrated with applied ethical theories. IS ethics is closely 
related to business ethics but may have a wider and more philosophical scope. Western 
ethical principles have been standardised in mainstream, globalised IS ethics [11]. Eu-
rocentric worldviews are deeply embedded and dominant in IS research and theory 
[12]. As an alternative principal scope, African ethics may provide a valuable lens to 
enrich global IS ethics and to guide the actuation of IS ethics on the continent. 

IS scholars and practitioners should realise that “computer technologies are not neu-
tral – they are laden with human, cultural and social values” [9], for example in artificial 
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intelligence (AI) [13]. The IS guild should, therefore, acknowledge its ethical respon-
sibilities when designing, building, implementing and evaluating software [13]. Since 
ICT artefacts can often have dual properties and can be used to change the world posi-
tively or negatively [10], decision-makers in the ICT sphere must be aware of their 
moral duties and should therefore be trained to deal with potential ethical problems. 
Where many stakeholders are involved, the locus of responsibility is problematic: who 
is responsible for software that is intended to prompt unethical behaviour or for the 
unintended, possibly harmful use of applications – the system owners, designers, pro-
grammers or users [14]? The Giving Voice to Values framework may be a helpful tool 
to provide ethical training and dialogue skills to system owners, designers and users to 
communicate these issues constructively [15]. 

Ethics is especially important in certain subfields of IS, such as decision support 
systems (DSS) and AI, where the software does not merely automate basic operational 
systems but is knowledge-based and automatically makes judgements to provide nor-
mative support. System designers and ICT practitioners have a moral duty “to highlight 
potential ethical issues in proposed systems” [14]. With limited research available re-
garding the ethics of DSS, Meredith and Arnott [14] suggest that the bioethical princi-
ples of beneficence, non-maleficence, autonomy and justice should be applied to the 
field of DSS to guide ethical decision-making because there are many similarities be-
tween clinical and general decision-making and -support [8]. 

Design is one of the most salient aspects of IS. “[T]he ethics of design refers to 
challenging the status quo and can be understood as disclosing and exposing the hidden 
nature and motivations, ideologies, and interests embedded in DSR [Design Science 
Research]” [10]. Unfortunately, ethical issues around design have not yet received suf-
ficient attention [3, 10]. 

Social media contain embedded capabilities, driven by AI algorithms, which could 
be used unknowingly or on purpose in unethical ways harming the community or soci-
ety [16]. The harnessing of user profiles by social media to filter content to please users 
may have unintended adverse consequences. Filter bubbles (curating content based on 
a user’s historical preferences) narrow individuals’ worldviews by restricting their ac-
cess to balanced information [16, 17]. AI is often used to generate these suggestions for 
further reading to social media users [16]. 

Moreover, AI has recently received a lot of attention due to the arrival of conversa-
tional AI applications such as ChatGPT and Bing. These intelligent chatbots communi-
cate with human users by providing confident answers to their questions in fluent hu-
man language creating the impression that all answers are correct and trustworthy. This 
creates an array of ethical issues, not only because the answers are sometimes inaccu-
rate, but also regarding the copyright of the sources used for the compilation of the 
answers. Other ethical issues that are related to AI pertain to data surveillance [17], 
consumerisation caused by social media [18], sexual and reproductive technologies 
[19–22], and the negative implications for job creation [23]. According to Prabhakaran, 
Mitchell, Gebru, and Gabriel [13], AI models can be “biased, unfair, or unethical”. 
Prabhakaran et al. [13] suggest that human rights should be used as a basis to guide the 
ethical design and use of AI because these values are accepted and used globally. 
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However, they admit that it is just a starting point which should be amended with local 
cultural values to avoid the danger of neo-imperialism. 

With the landscape of global ethics, information ethics, business ethics and IS ethics 
outlined, the essay can move the looking glass to explore associated aspects in the con-
text of SSA. 

3 Ubuntu Ethics 

This section focuses on Ubuntu ethics, information ethics and business ethics which 
provide relevant pointers for Ubuntu IS ethics. African ethics offer alternative princi-
ples to amend IS theory and practice since a value-based information system “incorpo-
rates human and ethical values into its core design” [3]. Except for the Ubuntu principle 
that has been used for some attempts to work out an African scholarly philosophy – 
compare, for example, Metz’s [7] nascent African moral theory – detailed, systematic 
African epistemologies and ethical systems do not yet exist. “Africa does not seem to 
have any clearly documented ethical and moral traditions [emphasis added]” [24]. 

Ubuntu can contribute to post-positivist thinking by decentring empiricist thinking. 
It could enrich business ethics by providing a lens to decontextualise Western 
knowledge [19]. It also provides “an ethic of inclusiveness” as a constructive principle 
to overcome the divisive heritage of colonialism [25]. Papers by Chirongoma and 
Mutsvedu [26], Sande [27] and Moyo [20] are only three recent examples of scholarly 
research that use Ubuntu to provide an African perspective on a variety of ethical issues 
in the digital era, such as the impact of ICT on human relationships, religion and even 
moral issues concerning the use of sex robots. 

3.1 Basic Ubuntu Principles 

Okyere-Manu [19] identifies the following Ubuntu ethical principles: “Characteristics 
associated with Ubuntu in the literature include having harmonious relations with oth-
ers, belongingness, sharing identity with the community and showing solidarity with 
others.” Ubuntu axiology prioritises human dignity and relationality over money and 
economy [5]. Based on the unique African view on ethics that moral values are founded 
in human relationships, Metz [7] formulates the following basic ethical principle as the 
foundation for a formalised African-Ubuntu ethic: “An action is right just insofar as it 
promotes shared identity among people grounded on good-will; an act is wrong to the 
extent that it fails to do so and tends to encourage the opposites of division and ill-will.” 
Sande [27] provides a concise version of the same principle: “an action is right to the 
extent that it maximizes harmony”. 

Naude [28] believes that the dichotomy of individualism versus communalism to 
differentiate Western and African ethics is false. According to Naudé [28], the tendency 
to live in cooperative communities and to conform to group norms (“sociality”) is also 
an important Western value, while an individual’s uniqueness and responsibility (“per-
sonhood and autonomy” are also inherent in African cultures [25]. Lajul [8] agrees: “In 
as much as the community is important in most African cultures, they equally honour 
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and respect individual differences.” It may be true, however, that there is a difference 
in emphasis. Western ethics focuses on the individual, the organisation and society at 
large but is relatively quiet about smaller, more immediate communities, while Ubuntu 
ethics acknowledges the role of individuals in their more immediate communities but 
is quieter about society at large [29]. While an Ubuntu worldview also acknowledges 
the human person, it sees it as a “corporate individual” which means “that human beings 
are individuals who are autonomous, free and self-propelling but at the same time, they 
are ontologically related to others, nature and the spiritual world” [8]. This could ex-
plain why African philosophers use the dichotomy as a foundation to construct an al-
ternative to Western ethics [28]. This leaves room for an African perspective to enrich 
and complement IS ethics. 

When considering Ubuntu ethics as a source of enrichment for IS ethics, scholars 
should do this in a critical way, because constructive critique is the essence of scientific 
thinking. While the communalist perspective could be an important contribution to-
wards ethics, it may also stimulate new critical questions. Meredith and Arnott [14] 
emphasise the locus of responsibility as residing within a person to regard behaviour as 
right or wrong. If there is no personal ownership, acts cannot be regarded as either 
moral or immoral and bad things are simply accidents. Communalism as a point of 
departure in ethics may become problematic in some African cultures if the community 
is regarded as more important than the individual. Who takes responsibility for immoral 
behaviour if an individual in a community cannot be held accountable? 

A balance between the two values is therefore important. Too much emphasis on the 
community may lead to factionalism and nepotism [6], or a lack of ownership and re-
sponsibility which stifles innovative technologies created by Africans to address their 
own needs [30]. Too much emphasis on the individual could again lead to selfishness, 
weak social networks and deficient mutual support, which could in turn be problematic 
in some Western cultures. One should add that there is nothing wrong with reinterpret-
ing and adapting traditional values for a new era; for example, the scope of Ubuntu can 
be broadened from the local tribe to all humanity, and the scope of Western ethics can 
be amended by allocating equal importance to communalist values compared to the 
value of the individual and the society at large. 

3.2  Ubuntu Information Ethics and Business Ethics 

Ubuntu information ethics is an important field that could contribute to Ubuntu IS eth-
ics. Britz [31] discusses several factors that lead to information poverty in Africa which 
could again hamper development and growth. Diverse ontologies and cultural back-
grounds may result in an experience of alienation. The dominance of English as the 
lingua franca of the digital world creates tough barriers for non-English speaking com-
munities. The role of gender and status in communities also impacts the way infor-
mation is interpreted. There is a need for IS research to address these factors to over-
come the issue of information poverty. Custom-made applications that translate infor-
mation into idiomatic local languages and explain cultural differences could go a long 
way to facilitate solutions in this regard. 
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Capurro [9] mentions Ubuntu as a unique African philosophy that can contribute to 
information ethics by reflecting on how ICTs affect African communities. Many Afri-
cans in former colonies live in two worlds, i.e., a Western lifestyle in urban environ-
ments versus an Ubuntu lifestyle in rural communities, or a combination of the two. 
There is a need for an African-to-Western flow of information to balance the stereo-
typic, opposite drift to ensure reciprocal respect for the different cultures. This mutual 
understanding of and respect for diverse cultures is important since culture influences 
moral values [32]. While it is important to identify and develop a unique Ubuntu-in-
fused African information ethic, this should not be done in isolation but in interaction 
with the rest of the world so that the various systems can complement and enrich each 
other – “to develop ethical Information Ethics models that have wider applicability and 
validity beyond nations, regional and continental boundaries” [24]. 

Since IS ethics is closely related to business ethics, African-Ubuntu business ethics 
should also be used to amend its meta-ethical foundations. In a certain sense, one should 
ask whether it is necessary to Africanise business ethics because African scholars’ 
thinking made significant contributions toward Western philosophy [28]. If one accepts 
that Western philosophy currently dominates contemporary axiology (the theory of val-
ues), these Eurocentric values could be ‘translated’ into African contexts by illuminat-
ing the principles using local perspectives, using African case studies to explain West-
ern ideas, or solving African moral issues using Western insights. It is rather obvious 
that both direct transfer and translation make only small contributions to decolonise 
axiology [28]. Constructing a unique, African business axiology is needed to make a 
substantial contribution. 

An example of a unique African business ethic can be found in Taylor’s work [33]. 
Based on Metz’s basic Ubuntu ethics principle referred to above, Taylor [33] proposes 
the following Ubuntu-based business ethical principle: “An action is right insofar as it 
promotes cohesion and reciprocal value amongst people. An action is wrong insofar as 
it damages relationships and devalues any individual or group.” Business actions are 
tested against the four heuristics of the business ethic [33]:  

• “Does the action promote cohesion amongst the parties?” 
• “Does the action promote or acknowledge reciprocal value between the par-

ties?” 
• “Does the action damage relationships with the various parties?” 
• “Does the action devalue any of the parties?” 

Woermann and Engelbrecht [34] propose a relation-holder ethic rather than a stake-
holder ethic as the basic foundational principle for business ethics. Woermann and En-
gelbrecht [34] reinterpret the principle of harmony and a shared identity to the business 
domain as follows: “The firm has a duty to foster harmonious interpersonal relations 
with (potential) parties who have the capacity to: a. Identify with, and show solidarity 
towards, the firm; b. Be identified with, and to benefit from, the firm’s solidarity.” The 
principle implies that not only the management team of a business but also its employ-
ers and the affected community should participate in strategic decision-making. 

Constructive attempts to formulate Ubuntu-informed ethical principles and to apply 
these in business ethics, such as those presented above, provide directions for the de-
velopment of Ubuntu IS ethics. 

217



4 Ubuntu IS Ethics 

This section reflects on existing research that deals with ethical issues regarding com-
puter hardware, programming languages, and software applications. The need for an 
Ubuntu IS ethic is identified to mitigate these issues. A few pointers are provided as 
possible foundations for such an ethics. A basic ethics nucleus is proposed with support 
from recent literature. Some implications for IS scholars and practitioners are also sug-
gested. 

Lamola believes that Western norms are built deeply into the technologies that drive 
the fourth industrial revolution [35], which represents a recent embodiment of the ep-
istemic domination of information technology [36]. According to Prabhakaran et al. 
[13], “the Western values implicitly encoded into AI systems may be at odds with other 
value systems, creating the risk of problematic value imposition when these technolo-
gies are deployed globally.” Users are, of course, free to adopt or reject any software 
system, but in practice, there are often no alternatives, thus leaving them with little or 
no choice other than using what is available. The field should look for ways to create 
room for alternative (even contradictory) views on reality and knowledge to co-exist 
and be valued equally [37]. This prompts the need for African IS ethics to guide the 
ethical design and use of IS on the continent.  

Ubuntu has been used as a foundation towards such a distinct African ethic for the 
digital era. According to Abubakre, Faik and Mkansi [38], maintaining the values of 
humbleness, mutuality and goodwill may rein in the competitiveness that characterises 
modern businesses. They argue for an emerging and adaptive form of Ubuntu, which 
they call digital Ubuntu, revising traditional values to make a valid and relevant contri-
bution to an information-driven economy. Digital Ubuntu is the integration of commu-
nalist values with digital entrepreneurship. 

Digital Ubuntu can be embodied in the IS field using Taylor’s Ubuntu business eth-
ics principle which has already been referred to above [33]. By replacing “action” with 
“information system” and extending “parties” to “parties, communities or society at 
large” the business ethic becomes applicable to IS scenarios. Hence, the fundamental 
Ubuntu IS ethics principle can be formulated as follows: An information system is right 
insofar as it promotes cohesion and reciprocal value amongst people. An information 
system is wrong insofar as it damages relationships and devalues any individual or 
group. The heuristics used to evaluate an information system are:  

• Does the information system promote cohesion amongst the parties, commu-
nities or society at large?  

• Does the information system promote or acknowledge reciprocal value be-
tween the parties, communities or society at large? 

• Does the information system damage relationships with the various parties, 
communities or society at large? 

• Does the information system devalue any of the parties, communities or so-
ciety at large? 

Support for this ethics core can be found in recent literature on African values and 
technology. Both Sande [27] (quoted above) and Mujinga [39] have used similar prin-
ciples in their discussions of the ethical implications of ICT on religion. Mujinga [39] 
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emphasises communality in the principle: “Technology is beneficial to religion because 
it enhances the communal aspects of religion, and detrimental to religion when it de-
grades these communal aspects.” The same value underlies Lajul’s [8] formulation of 
an African biotechnical paradigm as being “centred on the capability building and the 
social, socioeconomic and environmental contexts”. According to Moyo [20], the use 
of sex robots promotes individualism and threatens African communitarianism. It is 
therefore not acceptable in traditional African societies with its high premium on the 
values of harmony and social cohesion. Regarding the exploitation of data surveillance, 
Coleman [17] opines that data protection laws are not sufficient to protect users and 
calls for more reflection to find ways to protect customers’ information. Educating soft-
ware designers and programmers about the Ubuntu value of respect for other members 
of the community could go a long way to mitigate the use of such abusive algorithms. 

Next, some of the implications of Ubuntu IS ethics are discussed. The field of intel-
lectual property (IP) is an area where Ubuntu IS ethics could make an important con-
tribution. Since the concepts of authorship and IP did not exist in traditional African 
communities due to their collectivist ethos [40], the Ubuntu ethic should be built out to 
cover IP issues in the IS field. The following questions should be addressed: What are 
the implications of Ubuntu as a communalist ethics for the ownership of software ap-
plications? How can communities’ intellectual rights be protected from being usurped 
for economic exploitation by governments or people outside the community? 

The use of Ubuntu IS ethics will also have an impact on interaction design and hu-
man-computer interaction (HCI). Interface designers need some understanding of the 
cognitive aspects of interaction to design systems that users will find useful, as well as 
intuitive to learn and to remember how to use, while also having a pleasurable experi-
ence doing so. Cognition theories can be used to inform designers to explain how users 
interact with applications and to predict how successful they will be in reaching their 
goals using these apps [41]. Although all humans share the same basic psychological 
processes, these are often expressed differently in diverse cultures [42]. Assuming that 
Eurocentric models are universal and simply applying these in African HCI scenarios 
may therefore alienate indigenous software users. Local philosophical and folk psy-
chology should be used to inform and enrich the conceptual and cognitive frameworks 
used in localised HCI. This calls for inter- and transdisciplinary collaboration between 
IS and psychology researchers and practitioners. 

This section demonstrated the feasibility of Ubuntu IS ethics. While it should indeed 
receive its rightful place in IS ethics, there should always be a balancing act to prevent 
too much emphasis either on individualistic or communalist values. To find this bal-
ance, individual and communal rights should be considered and weighed up against 
each other [43]. Moreover, an equilibrium must be found between the needs of the fam-
ily, relatives, ethnic groups and smaller cultural communities versus society at large to 
prevent favouritism and a lack of individual initiatives being regarded as ethically 
sound in SSAn communities [44]. 
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5 Conclusion 

Given the fact that very little research has been done regarding African ethics in the IS 
field, this essay borrowed ideas from global and African ethics, information ethics and 
business ethics to serve as pointers for the creation of a unique African IS ethics, called 
Ubuntu IS ethics. The main contribution of the paper is the formulation of an Ubuntu 
IS ethics root. Formulating a central ethical value may be regarded as reductionist, but 
one should take into account that it is just an embryonic phase which could serve as the 
foundation of a more holistic, detailed and systemised ethic. The core value and its 
related heuristics may already guide the design and use of IS in communalist environ-
ments, albeit to a limited extent. 

It is not only important to gain insight into how Ubuntu can enrich IS ethics, but also 
to study how IS is appropriated to protect African cultures and values such as caring 
for each other and ensuring a dignified living for all community members [26, 39]. In 
this regard, Ubuntu IS ethics can also inform global ethics regarding “the role of tech-
nology in supporting the resilience of communities” [45]. Borrowing ethical concepts 
from Ubuntu ethics to formulate a useful Ubuntu IS ethics core demonstrates how Af-
rican knowledge and epistemology inform and enrich IS ethics, thus answering the es-
say’s research question. 

Acknowledgements 

The research was supported in part by the National Research Foundation (NRF) of South Africa 
(grant number 132180) and the Research Professor Support Programme of the University of 
South Africa (Unisa). The grant holder acknowledges that opinions, findings and conclusions, or 
recommendations expressed in the article are those of the authors and that neither the NRF nor 
Unisa accepts any liability whatsoever in this regard. The valuable feedback received from the 
peer reviewers and editors is also acknowledged with gratitude. 

References 

1. Bock, A., España, S., Gulden, J., Katharina, J., Nweke, L.O., Richter, A.: The ethics of In-
formation Systems: The present state of the discussion and avenues for future work. In: Pro-
ceedings of the 29th European Conference on Information Systems (ECIS 2021), Research-
in-Progress Papers, 51, pp. 1–11 (2021). http://hdl.handle.net/10413/14232 

2. Kern, C.J., Noeltner, M., Kroenung, J.: The case of digital ethics in IS research – a literature 
review. In: ICIS 2022 Proceedings, pp. 1–17 (2022). 
https://aisel.aisnet.org/icis2022/soc_impact_is/soc_impact_is/10 

3. Wambsganns, T., Höch, A., Zierau, N., Söllne, M.: Ethical design of conversational agents: 
Toward principles for a value-sensitive design. In: Wirtschaftsinformatik 2021 Proceedings, 
no. 2, pp. 1-17 (2021). https://aisel.aisnet.org/icis2022/soc_impact_is/soc_impact_is/10 

4. Samuel, M.: Learning and teaching literature: A curriculum development perspective. Al-
ternation: Interdisciplinary Journal for the Study of the Arts and Humanities in Southern 
Africa 2, 94–107 (1995). https://soe.ukzn.ac.za/?mdocs-file=5595 

220



5. Sartorius, R.: The notion of “development” in Ubuntu. Religion & Development 1, 95–115 
(2022). https://doi.org/10.30965/27507955-20220006 

6. Otaluka, W.O.: The cultural roots of corruption: An ethical investigation with particular ref-
erence to nepotism (PhD thesis). University of KwaZulu-Natal, Pietermaritzburg (2017). 
http://hdl.handle.net/10413/14232 

7. Metz, T.: Toward an African moral theory. Journal of Political Philosophy 15, 321–341 
(2007). https://doi.org/10.1111/j.1467-9760.2007.00280.x 

8. Lajul, W.: Bioethics and technology: An African ethical perspective. In: Okyere-Manu, B.D. 
(ed.) African Values, Ethics, and Technology: Questions, Issues, and Approaches, pp. 189–
216. Springer International Publishing, Cham (2021). https://doi.org/10.1007/978-3-030-
70550-3_12 

9. Capurro, R.: Information ethics in the African context. In: Ocholla, D.N., Britz, J.J., 
Capurro, R., and Bester, C. (eds.) Information Ethics in Africa: Cross-cutting Themes, pp. 
7–20. African Centre of Excellence for Information Ethics, University of Pretoria, Pretoria 
(2013). https://www.researchgate.net/publication/342707988_Information_Ethics_in_Af-
rica_Cross-cutting_Themes 

10. Durani, K., Eckhardt, A., Kollmer, T.: Towards ethical design science research. In: ICIS 
2021 Proceedings (short paper), no. 3, pp. 1-9 (2021). 
https://aisel.aisnet.org/icis2021/adv_in_theories/adv_in_theories/3/ 

11. Pauleen, D.J., Evaristo, R., Davison, R.M., Ang, S., Alanis, M., Klein, S.: Cultural bias in 
information systems research and practice: Are you coming from the same place I am? Com-
munications of the Association for Information Systems 17, 354–372 (2006). 
https://doi.org/10.17705/1CAIS.01717 

12. Myers, M.D., Chughtai, H., Davidson, E., Tsibolane, P., Young, A.: Studying the other or 
becoming the other: Engaging with Indigenous peoples in IS research (report on panel dis-
cussion on the ethics and politics of engagement with Indigenous peoples in information 
systems (IS) research at the 40th ICIS, 2019, Munich). Communications of the Association 
for Information Systems 47, 382–396 (2020). https://doi.org/10.17705/1CAIS.04718 

13. Prabhakaran, V., Mitchell, M., Gebru, T., Gabriel, I.: A human rights-based approach to 
responsible AI. Poster presented at the 2022 ACM Conference on Equity and Access in 
Algorithms, Mechanisms, and Optimization (EAAMO ’22), pp. 1–17 (2022). 
https://doi.org/10.48550/arXiv.2210.02667 

14. Meredith, R., Arnott, D.: On ethics and decision support systems development. In: Proceed-
ings of the 7th Pacific Asia Conference on Information Systems, no. 106, pp. 1562–1575 
(2003). http://aisel.aisnet.org/pacis2003/106 

15. Gentile, M.C.: Giving voice to values: How to speak your mind when you know what’s 
right. Yale University Press, New Haven, CT (2010). 

16. Geeling, S.L., Brown, I.: Conceptualising ethics in the development of social information 
systems: A grounded theory of social media development. In: ECIS 2020 (research-in-pro-
gress papers, no. 5), pp. 1–12 (2020). https://aisel.aisnet.org/ecis2020_rip/5 

17. Coleman, D.: Digital colonialism: The 21st century scramble for Africa through the extrac-
tion and control of user data and the limitations of data protection laws. Michigan Journal 
of Race & Law 24, 417–439 (2019). https://doi.org/10.36643/mjrl.24.2.digital 

18. Nkohla-Ramunenyiwa, T.: The importance of a neo-African communitarianism in virtual 
space: An ethical inquiry for the African teenager. In: Okyere-Manu, B.D. (ed.) African 
Values, Ethics, and Technology: Questions, Issues, and Approaches, pp. 139–153. Springer 
International Publishing, Cham (2021). https://doi.org/10.1007/978-3-030-70550-3_9 

19. Okyere-Manu, B.D.: Shifting intimate sexual relations from humans to machines: An Afri-
can indigenous ethical perspective. In: Okyere-Manu, B.D. (ed.) African Values, Ethics, and 

221



Technology: Questions, Issues, and Approaches, pp. 105–121. Springer International Pub-
lishing, Cham (2021). https://doi.org/10.1007/978-3-030-70550-3_7 

20. Moyo, H.: The death of Isintu in contemporary technological era: The ethics of sex robots 
among the Ndebele of Matabo. In: Okyere-Manu, B.D. (ed.) African Values, Ethics, and 
Technology: Questions, Issues, and Approaches, pp. 123–135. Springer International Pub-
lishing, Cham (2021). https://doi.org/10.1007/978-3-030-70550-3_8 

21. Awuah-Nyamekye, S., Oppong, J.: The use of sex selection reproductive technology in tra-
ditional African societies: An ethical evaluation and a case for its adaptation. In: Okyere-
Manu, B.D. (ed.) African Values, Ethics, and Technology: Questions, Issues, and Ap-
proaches, pp. 217–228. Springer International Publishing, Cham (2021). 
https://doi.org/10.1007/978-3-030-70550-3_13 

22. Morgan, S.N.: Assisted reproductive technologies and indigenous Akan ethics: A critical 
analysis. In: Okyere-Manu, B.D. (ed.) African Values, Ethics, and Technology: Questions, 
Issues, and Approaches, pp. 229–244. Springer International Publishing, Cham (2021). 
https://doi.org/10.1007/978-3-030-70550-3_14 

23. Chemhuru, M.: The fourth industrial revolution (4IR) and Africa’s future: Reflections from 
African ethics. In: Okyere-Manu, B.D. (ed.) African Values, Ethics, and Technology: Ques-
tions, Issues, and Approaches, pp. 17–33. Springer International Publishing, Cham (2021). 
https://doi.org/10.1007/978-3-030-70550-3_2 

24. Mutula, S.M.: Ethical dimension of the information society: Implications for Africa. In: 
Ocholla, D.N., Britz, J.J., Capurro, R., and Bester, C. (eds.) Information Ethics in Africa: 
Cross-cutting Themes, pp. 29–42. African Centre of Excellence for Information Ethics, Uni-
versity of Pretoria, Pretoria (2013). https://www.researchgate.net/publica-
tion/342707988_Information_Ethics_in_Africa_Cross-cutting_Themes 

25. West, A.: Ubuntu and business ethics: Problems, perspectives and prospects. Journal of 
Business Ethics 121, 47–61 (2014). https://doi.org/10.1007/s10551-013-1669-3 

26. Chirongoma, S., Mutsvedu, L.: The ambivalent role of technology on human relationships: 
An Afrocentric exploration. In: Okyere-Manu, B.D. (ed.) African Values, Ethics, and Tech-
nology: Questions, Issues, and Approaches, pp. 155–172. Springer International Publishing, 
Cham (2021). https://doi.org/10.1007/978-3-030-70550-3_10 

27. Sande, N.: The impact of technologies on African religions: A theological perspective. In: 
Okyere-Manu, B.D. (ed.) African Values, Ethics, and Technology: Questions, Issues, and 
Approaches, pp. 247–261. Springer International Publishing, Cham (2021). 
https://doi.org/10.1007/978-3-030-70550-3_15 

28. Naudé, P.: Decolonising knowledge: Can Ubuntu ethics save us from coloniality? Journal 
of Business Ethics 159, 23–37 (2019). https://doi.org/10.1007/s10551-017-3763-4 

29. Konyana, E.G.: Interrogating social media group communication’s integrity: An African, 
utilitarian perspective. In: Okyere-Manu, B.D. (ed.) African Values, Ethics, and Technol-
ogy: Questions, Issues, and Approaches, pp. 173–186. Springer International Publishing, 
Cham (2021). https://doi.org/10.1007/978-3-030-70550-3_11 

30. Matolino, B.: Values and technological development in an African context. In: Okyere-
Manu, B.D. (ed.) African Values, Ethics, and Technology: Questions, Issues, and Ap-
proaches, pp. 73–87. Springer International Publishing, Cham (2021). 
https://doi.org/10.1007/978-3-030-70550-3_5 

31. Britz, J.J.: To understand or not to understand: A critical reflection on information and 
knowledge poverty. In: Ocholla, D.N., Britz, J.J., Capurro, R., and Bester, C. (eds.) Infor-
mation Ethics in Africa: Cross-cutting Themes, pp. 71–80. African Centre of Excellence for 
Information Ethics, University of Pretoria, Pretoria (2013). 

222



https://www.researchgate.net/publication/342707988_Information_Ethics_in_Af-
rica_Cross-cutting_Themes 

32. Ocholla, D.N.: What is African information ethics? In: Ocholla, D.N., Britz, J.J., Capurro, 
R., and Bester, C. (eds.) Information Ethics in Africa: Cross-cutting Themes, pp. 21–28. 
African Centre of Excellence for Information Ethics, University of Pretoria, Pretoria (2013). 
https://www.researchgate.net/publication/342707988_Information_Ethics_in_Af-
rica_Cross-cutting_Themes 

33. Taylor, D.F.P.: Defining Ubuntu for business ethics – a deontological approach. South Af-
rican Journal of Philosophy 33, 331–345 (2014). 
https://doi.org/10.1080/02580136.2014.948328 

34. Woermann, M., Engelbrecht, S.: The Ubuntu challenge to business: From stakeholders to 
relationholders. Journal of Business Ethics 157, 27–44 (2019). 
https://doi.org/10.1007/s10551-017-3680-6 

35. Lamola, M.J.: Introduction: The crisis of African studies and philosophy in the epoch of the 
fourth industrial revolution. Filosofia Theoretica: Journal of African Philosophy, Culture 
and Religions 10, 1–10 (2021). https://doi.org/10.4314/ft.v10i3.1 

36. Lamola, M.J.: Africa in the fourth industrial revolution: A status quaestionis, from the cul-
tural to the phenomenological. In: Okyere-Manu, B.D. (ed.) African Values, Ethics, and 
Technology: Questions, Issues, and Approaches, pp. 35–52. Springer International Publish-
ing, Cham (2021). https://doi.org/10.1007/978-3-030-70550-3_3 

37. Wong-Villacres, M., Alvarado Garcia, A., Maestre, J.F., Reynolds-Cuéllar, P., Candello, H., 
Iriarte, M., Disalvo, C.: Decolonizing learning spaces for sociotechnical research and design. 
In: CSCW ’20 Companion, pp. 520–526. ACM (virtual event), New York, NY, October 17–
21, 2020 (2020). https://doi.org/10.1145/3406865.3418592 

38. Abubakre, M., Faik, I., Mkansi, M.: Digital entrepreneurship and indigenous value systems: 
An Ubuntu perspective. Information Systems Journal 1–25 (2021). 
https://doi.org/10.1111/isj.12343 

39. Mujinga, M.: Technologization of religion: The unstoppable revolution in the Zimbabwean 
mainline churches. In: Okyere-Manu, B.D. (ed.) African Values, Ethics, and Technology: 
Questions, Issues, and Approaches, pp. 263–280. Springer International Publishing, Cham 
(2021). https://doi.org/10.1007/978-3-030-70550-3_16 

40. Kawooya, D.: Ethical implications of intellectual property in Africa. In: Ocholla, D.N., 
Britz, J.J., Capurro, R., and Bester, C. (eds.) Information Ethics in Africa: Cross-cutting 
Themes, pp. 43–57. African Centre of Excellence for Information Ethics, University of Pre-
toria, Pretoria (2013). https://www.researchgate.net/publication/342707988_Infor-
mation_Ethics_in_Africa_Cross-cutting_Themes 

41. Sharp, H., Rogers, Y., Preece, J.: Interaction design: Beyond human-computer interaction. 
Wiley, Indianapolis, IN (2019). 

42. Oppong, S.: The journey towards Africanising psychology in Ghana. Psychological Thought 
9, 1–14 (2016). https://doi.org/10.5964/psyct.v9i1.128 

43. Geeling, S.L., Brown, I.: Towards ethical social media practice: A grounded theory for an-
alyzing social media platform ethics. SSRN Electronic Journal 1–17 (2021). 
https://doi.org/10.2139/ssrn.3942451 

44. Lutz, D.W.: African Ubuntu philosophy and global management. Journal of Business Ethics 
84, 313–328 (2009). https://doi.org/10.1007/s10551-009-0204-z 

45. Leal, D.D.C., Krüger, M., Teles, V.T.E., Teles, C.A.T.E., Cardoso, D.M., Randall, D., Wulf, 
V.: Digital technology at the edge of capitalism. ACM Transactions on Computer-Human 
Interaction 28, 1–39 (2021). https://doi.org/10.1145/3448072 

 

223



 Artificial Intelligence Impact on the realism and 
prevalence of deepfakes 

Oyena Mahlasela [0009-0006-4188-6145] Errol Baloyi [0009-0009-6959-3485] 

Nokuthaba Siphambili[0009-0006-6091-9838] and Zubeida C. Khan[0000-0002-1081-9322] 

Council of Scientific and Industrial Research, Pretoria, South Africa 
omahlasela@csir.co.za, ebaloyi2@csir.co.za, 
nsiphambili@csir.co.za, zdawood@csir.co.za 

Abstract. Deepfakes, synthetic media manipulated by Artificial Intelligence 
(AI), have become a growing concern in the information landscape. This paper 
explored the impact of AI on the realism and prevalence of deepfakes. Therefore, 
this study examined how AI advancements in machine learning and generative 
models have facilitated the creation of increasingly convincing deepfakes. The 
analysis looked at the rise of hyper-realistic deception and the societal impact of 
deepfakes. In addition to recognizing the challenges, a framework was developed 
for the detection of deepfakes. Finally, this study discussed the potential mitiga-
tion strategies, such as the development of deepfake detection tools and fostering 
media literacy. 
 

Keywords: Deepfakes, Artificial Intelligence, Machine Learning, Generative 
Models, Disinformation, Media Literacy 

1 Introduction 

 Media manipulation has been around for decades. However, the emergence of deep-
fakes presented a significant threat due to their hyper-realistic synthetic media gener-
ated by Artificial Intelligence (AI) techniques such as machine learning (ML) algo-
rithms and generative models [1]. The rise of deepfakes stemmed in 2017 when a con-
troversial Reddit user shared AI-generated adult images of celebrities; this incident was 
possibly created by stitching together shallow ML models for facial replacement and 
existing celebrity footage [2] [3]. The term "deepfakes" originated from an anonymous 
Reddit user, known as 'deepfakes', who created and shared the first deepfake; this 
sparked widespread interest within the Reddit community and led to a proliferation of 
fake content [42]. Subsequently, individuals began to utilise deepfake technology for 
various purposes, including creating humorous videos for sharing among friends, pro-
ducing comedy shows, crafting political commentary, and even developing immersive 
artworks and cultural experiences [43]. However, the malicious use of deepfakes esca-
lated over time, with notable targets including celebrities, actors, singers, and politi-
cians. Even though the early deepfakes were less sophisticated, such as the 2017 
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deepfake incident. However, it introduced the concept of manipulating reality with AI. 
Igniting discussions around technology misuse and ethical concerns. This encouraged 
conversations about the need for safeguarding to prevent the application of deepfakes 
for malicious purposes, like creating fake news [4][5][6].  
 

However, between 2018 and 2019, deepfake technology became easily accessible 
due to the availability of pre-trained models and open-source tools [3][7]. This resulted 
in people having a platform to create deepfakes because of the availability of techno-
logical capabilities. There was also a rise in malicious use, targeting mostly prominent 
people and creating social unrest [8]. To date, accessing deepfake technology is pain-
less, and credit should be given to user-friendly interfaces and cloud-based processing, 
which democratise deepfake creation [4][8]. Lowing the barriers to entry by reducing 
the technical expertise needed to understand AI, ML, and potential programming skills. 
Thus, creating deepfake media only requires uploading targeted images and source 
footage, and the platform takes care of the complex computations behind the scenes 
[3]. Cloud platforms also enable tasks to be performed with increased speed and effi-
ciency since they offer pre-built templates and tools that exist for specific tasks, such 
as cloning the voice or facial swaps [8]. 

 
Therefore, the advancement of cloud-based deepfakes creation tools and audio deep-

fakes can superimpose a person’s voice and likeness, blurring the lines between fabri-
cation and reality [8]. There is also this new relationship between deepfakes and AI 
mainstreaming, as deepfakes technology uses deep learning algorithms as the founda-
tion for complex video and audio data patterns to generate realistic fakes [1][7]. For 
example, Generative adversarial networks (GANs) are a type of deep learning algo-
rithm that has been mostly effective in creating deepfakes [1]. GANs work by opposing 
two neural networks against each other: one network generates fake data, while the 
other network tries to distinguish fake data from real data [1]. As a result, this could 
create realistic videos of people saying things they have never communicated. Thus, it 
is imperative to consider a proactive stance in developing deepfake detection methods 
using AI to identify manipulation signatures. This study investigates the realism behind 
deepfakes, the threats, and the disinformation and erosion of trust. Then, a framework 
was constructed for the mitigation of deepfake threats. 

 
The remainder of the paper is structured as follows. The methodology for the study 

is presented in Section 2, followed by a literature review in Section 3. A discussion is 
provided in Section 4.  In Section 5, a solution framework is presented. Section 6 con-
cludes the paper with directions for future work. 

2 Methodology  

This research study applied a systematic literature review (SLR) to examine the impact 
of deepfakes on the AI era [14]. Research publications were synthesised to understand 
the realism, threats, and disinformation of deepfakes. Thirty-five publications written 
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between 2022 and 2024 were included in the final review. This was to investigate the 
rise of deepfakes in the past three years as generative AI emerged into mainstream 
technology. Scholarly databases that were used to retrieve the search were Science Di-
rect, Springer Link, Scopus and Google Scholar search engine. The keywords applied 
in various databases were (“deepfakes”, “misinformation”, “disinformation”, “fake 
news”, OR “false information”, AND “generative artificial intelligence) for more com-
prehensive results. The selection criteria excluded publications that were not written in 
English, any duplicates of studies were also excluded, and finally, publications that 
were not accessible were also excluded. The final publications were included in the 
PRISMA diagram as illustrated in Fig.2  below: 

 

 
Fig1: PRISMA Diagram 

The research question addressed in this study was: 
• RQ: What is AI's impact on advancing deepfakes? 

3 Literature review: AI: The engine behind deepfake realism 

Deepfakes have evolved in recent years. To date, deepfakes leverage the power of AI 
techniques, like ML algorithms, to analyse immense amounts of data, such as audio 
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recordings and videos, by learning characteristics of the person's speech, patterns, and 
appearance [13]. Regarding generative models, deepfakes use learned information to 
analyse and synthesise realistic, new media for the targeted person [14]. Therefore, 
continuous advancement of generative AI deepfakes enhances their quality, making it 
increasingly difficult to distinguish fakes from authentic content. Thus, this study eval-
uated some of the deep generative models that can contribute to the advancement of 
more realistic deepfakes. 

 
3.1 Variational Autoencoders (VAEs) 

 

Fig.2.Variational Autoencoders Model [48] 

The variational autoencoders are generative models that use unsupervised learning; 
they compress and restrict data into a latent space [5]. The VAE models in Fig.22. il-
lustrate that the input (x) is entered, and it is encoded in the probabilistic zone qⱷ(z|x); 
the data then is compressed in the latent space (z) and thereafter decoded p(x|z). The 
output is then represented by x’. VAEs generate variations of data based on the latent 
space (z). For example, VAEs can generate new portrait images with different expres-
sions. Thus, the misuse of VAEs can lead to the manipulation of the deep generative 
models' training data, which can potentially generate biased outputs towards fakes. 
Deepfakes manipulation in VAEs involves the modification of latent space represented 
by (z).  

The encoder qⱷ(z|x) can be used to create the latent represented by (z_target) for the 
targeted video, which is usually the person targeted for manipulation, and the 
(z_source) is the source video, the person whose action is copied. The latent space ma-
nipulation vectors are usually manipulated through linear interpolation, which can be 
done by creating a blend between the two latent vectors to generate an intermediate 
representation for creating transitions [19]. The other way latent space manipulation 
can occur is by injecting noise into the latent space to create variations, improving the 
deepfakes' realism [18]. Both the manipulation of (z_target and z_source) creates a new 
latent space to form (z), which becomes key when encoding the desired action and 
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appearance for deepfakes. However, the decoder p𝜃(x|z) is the one used to decode the 
manipulated latent space (z) to generate deepfake media.  Nonetheless, manipulating 
the VAEs can lead to unrealistic outputs and unintended artefacts. It is the type of gen-
erative model that is not widely used to create deepfakes but is often used in conjunction 
with GANs. Furthermore, it is important to note that VAEs do not always produce high-
quality deepfakes images. However, the commonly used generative model is GANs. 

 
3.2 Generative Adversarial Networks 

GANs are also a type of deep learning that can be used to generate new data [20]. GANs 
consist of two neural networks: the generator that generates new data and the discrimi-
nator, which classifies or distinguishes fakes/ real data, as shown in Fig. 33 [49]. The 
two neural networks are then trained iteratively in an adversarial process to the point 
where the generator improves and begins to create realistic fakes while the discrimina-
tor improves at spotting the fakes [21][22]. This competitive process drives both neural 
networks to improve performance. Ideally, this extensive training should encourage the 
generator to become skilled at producing new data that can fool the discriminator, 
meaning the generated data should statistically be similar to the real data [22]. The 
application of GANs includes creating realistic images, restoring damaged paintings, 
and generating new data.  

 
Fig. 3. Generative Adversarial Networks [49]. 

Thus, GANs, when misused, can create realistic fakes because they excel at learning 
patterns of data, such as faces in videos. Furthermore, continuous improvements be-
tween the generator and the discriminator help create increasingly difficult-to-detect 
fakes [23]. The other thing that can encourage the use of GANs in creating deepfakes 
is their adaptability; GANs can be trained in various data types [24]. This means GANs 
can generate deepfakes of images, videos, or audio since they can also manipulate 
speech patterns [24]. 
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3.3 Autoregressive Models (ARs) 

Autoregressive Models (ARs) are statistical models used to forecast time series data. 
They are particularly used when future values of series can be used to predict past val-
ues [25]. For example, predicting the next word in a sentence. The AR model consists 
of time series data, which are data points collected at regular intervals over time; the 
lag refers to the time difference between data points [26]. Then, there is aggression, 
which predicts future values by considering the series of past values, and this basic 
formula formulates the AR model as follows: 

 
yt=c+ⱷ1 y(t−1) + ⱷ2 y(t−2) +⋯+ ⱷpyt−p+ εt, 

 
The (εt) is the error term representing the data's unpredictable random noise. The coef-
ficients are indicated by phi (ⱷ) and are assigned to the past values y(t-1) to y(t-2). The 
constant term is (c), and (yt) represents the value to be predicted at time (t). ARs can 
be used to create realistic speech patterns in platforms such as chatbots. Therefore, if 
misused, ARs can provide manipulated training data to the AI generative models. Po-
tentially biasing the generated outputs towards fakes [27]. Hence, ARs can contribute 
to deepfakes through trained speech synthesis to generate fake audio or text. 

3.4 Flow-based Models (FBMS)  

The flow-based models (FBMs) are another generative model that transforms a simple 
noise that is distributed into complex data. FBMs, as illustrated in Fig.4. can generate 
new data by revising the flow, and this can be done by learning the patterns of images 
well enough to generate realistic, new images [28]. Thus, FBMs rely on normalising 
flow, which are flows with sequences of invertible mathematical functions (f-1(z)). The 
(f-1(z)) function can transform simple probability distribution, e.g. random noise (x), 
into a more complex distribution of the data image (x’). Furthermore, each step in the 
flow is invertible, meaning FBMs can generate old data and assist the users in under-
standing how the model arrived at that data by reversing the flow. Therefore, each func-
tion modifies the data to bring it closer to the targeted distribution (x’). Thus, compos-
ing multiple flows allows the model to capture more complex data patterns and make 
them perform well in functions like generating realistic images, predicting sequences 
of data points, and identifying data points that deviate from the norm (e.g. anomaly 
detection). Fig 3 shows the flow-based model.  

 

Fig.4. Flow-based Model [48] 
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However, even though FBMs can generate realistic images. For example, they can gen-
erate realistic 3D models of objects from 2D images [30]. They are not widely used to 
create deepfakes like GANs, but they can assist in the generation of deepfakes. FBMs 
have the invertible function (f-1(z)), which enables them to reverse their transformation; 
this could be useful for creating more refined expressions on the targeted face in deep-
fakes. Moreover, FBMs are known to be efficient data generators [29]. They are not as 
dominant as GANs in creating deepfakes, and training FBMs for deepfakes might be a 
challenge. The other interesting thing about FBMs is that their invertible function can 
be used to detect deep fakes. However, more research is needed to explore this. 

3.5 Diffusion Models (DMs)  

Diffusion models (DMs) are also a type of generative model that can be used to create 
new images. DMs are known for gradually adding noise to the image in small steps and 
turning it into a random noise as shown in Fig. 55. With DMs, the models are trained 
to reverse the process from a noisy version back to the original clear image [31][32]. 
Therefore, the model can create entirely new images from noise and reverse the noise 
process. It is, however, important to learn the patterns and steps needed to create new 
and realistic data from scratch. However, DMs are known for producing very realistic 
detailed data, images in particular. Their interpretable latent space enables them to nav-
igate the noise to reach the desired data point, which can also be helpful in providing 
insight into the data itself. Furthermore, when compared to other generative models, 
DMs are less likely to memorise training data. Thus, making them less prone to over-
fitting [33][34]. 

  

Fig. 5. Diffusion model [48] 

DMs can be applied in various domains, such as text-to-image synthesis, image gener-
ation and editing, and even in more complex domains like scientific data augmentation 
and music composition. However, since DMs excel at creating realistic images, they 
can be ideal for generating deepfakes that are difficult to distinguish from real videos 
or images [36][35][34]. Furthermore, DMs enable text prompts to guide the generation 
process, which can encourage deepfakes creators to use text descriptions to manipulate 
features such as facial expressions. Thus, after understanding the engine behind creat-
ing deepfakes, it was important to investigate the threats alongside deepfake creation. 

The literature review revealed that most studies focus on the capabilities of genera-
tive models like GANs in creating realistic deepfakes [20]-[22]. Human intervention 
and media literacy in mitigating the impact of deepfakes is not considered in studies. 
There is a need for strategies that empower individuals to critically assess the authen-
ticity of media. 
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4 The Prevalence of Deepfakes: A Looming Threat  

Deepfakes are created to mislead people with wrong information using fake videos and 
images. AI has increased the use of deepfakes as more and more tools are being used 
to create deepfakes. The ease of use of deepfakes because of AI has created havoc, as 
anyone with access to generative models can generate deepfakes by manipulating im-
ages and videos [10].  Furthermore, AI has made it easier for threat actors with limited 
expertise to generate deepfakes. The increasing use of deepfakes is seen in cases such 
as elections. Deepfakes are a threat to elections and democracy in most countries as 
threat actors use fake images and videos of politicians to spread their agenda and mis-
inform the public about a certain politician [10][11][13]. Spreading propaganda of hate 
speech or autocratic views. People who may not be able to identify deepfakes are more 
susceptible to false beliefs; they are prevented from acquiring the right information and 
knowledge due to reliance on the videos or images they may be exposed to [11].  

As deepfakes become more sophisticated, people may lose trust in videos, images, 
text, audio or any other media, as it may become difficult to distinguish between fakes 
and real data. Threat actors may also use deepfakes to gain access to individuals' cre-
dentials for financial gain by accessing sensitive data and systems. When a criminal has 
access to one’s credentials, they can manoeuvre around networks and systems to per-
form criminal activities and cause operational disruption. Furthermore, organisations 
may be at risk of financial losses if employees are not trained to identify deepfakes, 
which may result in exposure to security vulnerabilities. Deepfakes may also cause rep-
utational damage to the dispensation of news, and this can be a threat to journalism as 
it may impede confusion in distinguishing between fake and real news [13].  

 
The other looming threat is the use of deepfakes for unethical use. Deepfakes are 

used for various purposes, such as the creation of pornographic content of innocent 
people without their permission, and this may result in reputational damage and instil 
fear in the victim [15]. In as much as deep fakes can be used harmlessly, like creating 
a fake picture on social media pretending to be on a trip to Paris while you are at home, 
deepfakes can also be used maliciously for ransomware, disinformation and sometimes 
to threaten people’s privacy and security. 

 
Open-source AI tools, along with emerging technologies, are facilitating innovative 

approaches to deepfake deception. The engine behind deepfakes realism is driven by 
deep learning technologies. Most studies pointed to GANs as the driving generative 
model behind deep fakes [22][49]. The VAEs were the other model that was found to 
be coming along in deepfake creation, but they were mostly used in collaboration with 
GANs since they are expensive to train [18].  Other generative deep models, ARs and 
FBMs, were viewed as supporting models that could assist in perfecting deepfake sci-
ence [26][29]. However, the diffusion model was another generative model that could 
create even more realistic fakes since it excels at creating realistic images that are dif-
ficult to distinguish from real images and videos [48].  
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As emphasised in the study, these technologies can generate seemingly authentic 
videos of individuals without their consent [40]. With advancements in AI and ML, 
deepfake techniques provide automated methods for producing synthetic content that 
is increasingly difficult for humans to distinguish, thereby expanding the potential for 
deception across various media formats, including images, videos, and audio recordings 
[42]. The concept of deepfakes became widely accessible to users in 2017, although the 
movie industry has been using similar techniques for some time. For example, movies 
have used computer-generated imagery (CGI) to portray deceased actors. However, 
creating such deepfakes traditionally required significant resources, expertise, and spe-
cialised software. Today, many of these capabilities are available on smartphones, and 
many of the tools are free [42][45].  

 
The use of deepfakes for pornography is a significant concern at a personal level. 

Victims and pornographic performers often do not consent to the use of their images in 
such a manner, and even though videos can be removed, they often continue to circulate 
widely in less reputable corners of the internet. Studies have shown that a vast majority 
(96%) of online deepfakes are pornographic [41]. Another critical issue is the rise of 
synthetic child pornography. Deepfakes are especially troubling in the realm of child 
sexual abuse because they can be used to create new online child sexual abuse material 
from existing material. This means that creators could potentially produce images of 
children being abused or fabricate material using images of children who have not been 
victims of actual abuse. Deepfake technology allows a creator to superimpose a person's 
face onto another's body in a video, enabling the use of images from various online 
sources, such as social media, to be manipulated in this manner [43]. 

 
Today, distinguishing between authentic and artificially created videos is increas-

ingly challenging as deepfake technology improves rapidly, making the generated con-
tent more believable [42]. An illustrative example of this advancement is evident in a 
fabricated picture that depicts two former heads of state, Barack Obama and Angela 
Merkel, seemingly enjoying a leisurely stroll at the beach. Despite their convincing 
appearance, these images were created by a visual artist named Julian and shared on 
Instagram. Similarly, other deepfake images, including those depicting former Presi-
dent Trump being arrested, have also gained viral attention. These manipulated images 
have the potential to evoke strong reactions, particularly among individuals who are 
heavily engaged and consume social media news. Furthermore, conspiracy theorists 
may also exploit both sets of images to advance their agendas [45][46]. 

 
At a government level, such manipulated images can have serious implications and 

can be used to influence political outcomes [41][40]. Presently, already there is a wit-
ness of the usage of deepfakes in political communication; for instance, during a state-
level election campaign in India in February 2020, a political party admitted to spread-
ing manipulated campaign deepfakes via WhatsApp [44]. Furthermore, the Flemish 
Socialist Party released a deepfake video depicting Donald Trump seemingly advocat-
ing for Belgium to withdraw from the Paris Climate Accords. Despite obvious signs of 
manipulation, such as the speaker's mouth being out of sync with the facial expressions, 
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some individuals failed to recognise it as fake [41]. One early influential deepfake, 
"Synthesizing Obama," demonstrated the power of AI and deep learning by convinc-
ingly lip-syncing audio to existing footage of Obama [42]. The deepfake technology 
raises the possibility of watching a leader convincingly deliver a speech attributed to 
another leader, or vice versa, blurring the lines between reality and fabrication. 

 
The use of AI to generate images of people without their consent is a serious ethical 

concern. However, the rapid development and prevalence of deepfake technology have 
left legal systems lagging existing laws on content regulation have not kept pace with 
technological advancements [43][45]. According to [37], the heavy reliance on social 
media platforms has exacerbated the situation. [37] study showed that social media has 
evolved from a communication tool to a powerful weapon capable of shaping public 
opinion, influencing perceptions, and steering events. This was evident in the recent 
Russian-Ukraine conflict, where cyberspace played a crucial role. Propaganda and mis-
information were spread through social media during the conflict, with videos of ex-
plosions going viral. Additionally, Ukrainian President Zelenskyy was the target of a 
deepfake video, created using AI to make it appear he said something he did not. Fur-
thermore, [37] notes that the strategic use of disinformation as a weapon of war aims to 
impede international relations, erode public trust in leaders and institutions, and under-
mine opposing political ideologies. 

 
The rise of AI has drawn the interest of hackers and cyber attackers seeking new 

ways to exploit and manipulate technology for financial gain [39]. At the organisational 
level, phishing emails have long been a persistent threat. Phishing aims to deceive vic-
tims into making errors or disclosing sensitive information by enticing them to open 
documents, files, or emails, visit websites, or grant access to systems or services [38]. 
While social engineering methods are commonly used to gain initial access, they can 
also be employed in the later stages of an incident or breach. Examples include business 
email compromise (BEC), fraud, impersonation, counterfeiting, and, more recently, ex-
tortion. These phishing schemes have evolved with the introduction of AI and deep-
fakes, marking a significant shift in the creation of fake content [40]. 

 
For instance, a finance worker at a multinational corporation was tricked into trans-

ferring $25 million to fraudsters who used deepfake technology to impersonate the 
company's chief financial officer in a video conference call. Initially suspicious of a 
phishing email from someone appearing to be the UK-based CFO, the worker's doubts 
were eased during the video call when other participants sounded like familiar col-
leagues [47]. This incident is an example of BEC, a sophisticated scam that targets 
businesses using social engineering [38]. Another similar incident involved the CEO of 
a UK energy firm who received a call from his boss, the CEO of the company's German 
parent company, requesting urgent funds transfer to a Hungarian supplier. Recognising 
the voice and accent, the CEO transferred funds but later became suspicious and 
avoided a second payment request [12][40].  
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Malicious synthetic media poses an emerging threat to organisations and financial 
markets, capable of spreading misinformation, disinformation, and defamation that can 
severely damage an employee's or an organisation's reputation [40]. This study exam-
ined various deepfake techniques, the advancing sophistication of AI algorithms, and 
their combined impact on the realism and prevalence of fake media.  To offer insights 
into the current state of deepfakes, a framework for detecting and mitigating their harm-
ful effects is discussed in the following section. 

5 Framework for detecting deepfakes. 

Combating the deepfake threat requires a multi-layered approach. This study examined 
the impact of AI on the advancement of deepfakes. Therefore, it was clear that mitigat-
ing deepfakes is not only limited to technological detection. However, advancements 
in deepfake detection, using AI techniques to identify manipulated content, are crucial. 
Additionally, fostering media literacy through educational initiatives is essential to 
equip individuals with the skills to evaluate online content critically.  This study notes 
that there are limitations to deepfake detection by technological detection only, more 
so in a South African context where there is a digital divide and media literacy concerns. 
The dimensions of the proposed framework shown in Fig 6 are presented here. 

5.1 Legislative mitigation  

Governmental organisations need to draft legislation to impose sanctions on the devel-
opment and dissemination of deepfakes. It is crucial to notify citizens that such regula-
tion can be drafted to allow for freedom of speech but to prevent misuse and harm of 
others. In an effort to get trust from citizens on regulations, governmental departments 
could host panel discussions and gather feedback to ensure the regulations are clear, 
enforceable, and respect freedom of expression. To some extent, social media platforms 
should also enforce terms of usage and guidelines on disseminating deepfakes through 
their platforms by enforcing bans and removal of content. 

5.2 Technological mitigation  

Technological advancements are the most accurate way to identify deepfakes by using 
AI techniques, forensics, and hybrid approaches to detect anomalies and patterns within 
deepfakes. However, there is a challenge that most AI tools are not inclusive to cater to 
local languages, dialects and accents in the South African sense. Natural Language Pro-
cessing (NLP) researchers need to collaborate and contribute to technological advance-
ments in this area. 
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Fig 6: The framework for detecting deepfakes; arrows represent collaboration. 

5.3 Human-centric mitigation  

Human-centric mitigation is required to empower citizens to assess the credibility of 
videos. Consider the case of Singapore, where the government seeks to encourage 
adults to attend technology schools. This is towards an effort to equip its citizens with 
the digital skills needed to thrive in the modern world. This includes skills relevant to 
deepfakes, such as media literacy and critical thinking in a digital environment. While 
Singapore's initiative focuses on broader digital skills development, the core skills 
learned can be directly applied to the fight against deepfakes in South Africa. Another 
route is to have a crowdsourced platform where citizens can flag suspicious online con-
tent. Vetted volunteers can then analyse the flagged content using online resources and 
basic verification tools. 

5.4 Collaboration 

Collaboration is the key driver that binds the legislative, technological, and human-
centric aspects of mitigating deepfakes. Clear and enforceable regulations, informed by 
public discussions and feedback, can provide the framework for social media platforms 
to remove malicious deepfakes.  Meanwhile, researchers can develop AI tools tailored 
to South African languages and dialects through collaboration with local experts. Fur-
thermore, crowdsourcing platforms, where citizens flag suspicious content, can be most 
effective when partnered with the technological sector to train volunteers and provide 
them with the necessary verification tools.  

Legislation
• Regulations
• Social media
• Panels
• Public feedback

Technology

• Detection 
software

• Local R&D

People
• Education
• Digital skills

235



 AI Impact on the realism and prevalence of deepfakes 13 

5.5 Use-case 

 
In this scenario, demonstration of the framework is shown when an executive assistant 
of a company in the mining domain receives an email purportedly from the CEO, in-
structing them to transfer a sum of money to an offshore account for an emergency. The 
email contains a deepfake video, emphasising its time-sensitive nature. 
 
Legislative mitigation: Upon discovering the incident, the company immediately re-
ports the deepfake fraud to relevant authorities. Legislators work swiftly to enact laws 
that explicitly prohibit the creation and dissemination of deepfakes for fraudulent pur-
poses. Public awareness campaigns are launched to educate organisations about the 
risks posed by deepfake technology and the legal repercussions for its misuse. 
 
Technological mitigation: The company invests in advanced AI-powered detection 
tools specifically tailored to identify deepfake videos and audios. These tools utilise 
sophisticated algorithms capable of detecting anomalies and inconsistencies indicative 
of manipulation. Additionally, collaborations with AI researchers and natural language 
processing experts are initiated to enhance the tools' effectiveness, particularly in de-
tecting deepfakes in local languages and accents prevalent in South Africa. 
 
Human-Centric Mitigation: Recognising the importance of human intervention in de-
tecting and preventing deepfake fraud, the company launches a comprehensive training 
program for its employees. The program focuses on enhancing digital literacy and crit-
ical thinking towards unsolicited requests, especially those accompanied by multimedia 
content. Employees are trained to verify the authenticity of messages, particularly those 
involving financial transactions, through multiple channels and cross-referencing with 
known communication patterns. 
 
Collaboration: The company collaborates with regulatory bodies, law enforcement 
agencies, and other institutions to share information and best practices in combating 
deepfake fraud. Cross-industry partnerships are formed to develop standardised proto-
cols for verifying the authenticity of electronic communications, particularly those in-
volving sensitive financial transactions.  
 
Outcome: Through the concerted efforts outlined in the framework, the company suc-
cessfully mitigates the threat of deepfake fraud and safeguards its financial transactions 
against future incidents. By combining legislative, technological, and human-centric 
approaches in a collaborative manner, the company demonstrates its commitment to 
combating emerging threats posed by deepfake technology.  

6 Conclusion & Future Work 

The explosion of deepfakes presents a significant challenge to the information land-
scape.  As a result, this study drew from an array of interdisciplinary perspectives, in-
cluding AI, ML, ethics, and cybersecurity, to comprehensively paint a picture of the 
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deepfake landscape and the impact of AI on the realism and prevalence of deepfakes. 
Furthermore, it highlighted how advancements in ML and generative models have fa-
cilitated the creation of increasingly convincing deepfakes, raising concerns about dis-
information and erosion of trust. Moreover, this study concludes that with the increas-
ing accessibility of technology and the ease of distribution through social media plat-
forms, the creation and distribution of deepfake content will continue to rise. The pro-
posed framework will aid in addressing the mitigation of criminal activities via deep-
fakes. This research will benefit a wide range of stakeholders, including policymakers, 
social media organisations, and most importantly, the public. There is still a need for 
vigilance around deepfakes. Promoting transparency around deepfake creation and ed-
ucating users on how to critically evaluate online content need to be performed using 
the framework. In future, the authors propose the creation and distribution of deepfake 
content to be carried out, together with an analysis of how much impact deepfake con-
tent has on users. Therefore, researchers should invest in developing AI detection plat-
forms that will flag suspicious online content, especially to cater to local languages. 
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Abstract This paper aims to model user expectations as predictors of continuance in-

tentions of mHealth with community health workers (CHWs) in Malawi, a developing 

country context. The study extends the expectation confirmation model to include effort 

expectancy, and quality triads (system quality, information quality, and service qual-

ity). A survey questionnaire was used to collect data from 176 randomly sampled 

CHWs in three district health facilities in Malawi. Partial least squares method to struc-

tural equation modelling (PLS-SEM) was used to analyse data. The study found that 

effort expectancy, confirmation, satisfaction, and post-usage usefulness had a signifi-

cant influence on CHWs’ continuance usage intentions with mHealth in Malawi. How-

ever, the unexpected results were that quality triads did not yield positive effects on the 

continued usage intentions of CHWs with mHealth. This was contrary to the established 

IS extant literature. The study concludes by making recommendations for policy and 

research practice. 

 

Keywords: User Expectations, mHealth, Satisfaction, Continuance intention, 

Cstock, Community Health Workers, Malawi, Developing Country, Africa 

1 Introduction 

The study uses Cstock as a case study to model user expectations as predictors of con-

tinuance intentions of mHealth with CHWs in Malawi. Cstock is a mHealth application 

used by community health workers in Malawi, to order and supply a stock of medicines 

from district health facilities to village clinics, delivered via short service message 

(SMS). The rapid growth in mobile phone subscriptions has encouraged Sub-Saharan 

African countries to use mobile health (mHealth) to solve a wide range of challenges 

in the health sector, such as health surveillance, supply chain management, and health 

education, among others (GSM, 2022). 

mHealth is defined as the provision of health services and information through mo-

bile technologies such as mobile phones and Personal Digital Assistants (Malanga, 

2017; WHO, 2011). In the past decade, over 500 mHealth projects have been deployed 

in rural areas of Africa to improve and reduce the costs of patient monitoring, medical 

supply chain management, medical adherence, and healthcare worker communication 
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(Betjeman et al., 2013). Text messaging, voice calls, cameras, automated sensing video 

messaging, and the internet are some of the mobile technologies that are utilised in 

mHealth to improve access and quality of information services (Nyemba-Mudenda & 

Chigona, 2018). 

Despite the proliferation of such mHealth initiatives, the majority of them have not 

moved beyond the pilot phase due to several challenges. These challenges vary from 

lack of sustainable financing, weak organisation structure, poor ICT infrastructure, lack 

of technical capacity, lack of interoperability and integration, and security and privacy 

concerns (Chipeta & Malanga; Malanga & Chigona, 2018; Mudenda & Chigona).  

Prior studies indicate that the success of Information System (IS) use, such as 

mHealth is dependent on the user’s continued use of the technology rather than on the 

initial acceptance (Battacherjee, 2001). IS continuance is defined as a repeated decision 

to use an information system after initial acceptance (Kim, Chan, & Chan, 2007). 

Whilst many factors can be attributed to this discontinued use of mHealth, users’ ex-

pectations are suggested as critical factors for sustaining the continuance usage of 

mHealth. This assertion is also attested by prior studies that reported that a total of 33 

critical factors were identified as determinants of IS success on various IS projects, and 

user expectations were ranked second (Gursel et. al., 2014; Peter, 2010). Hence, under-

standing about effects of user expectations on IS continuance research is an important 

step towards sustaining innovations like mHealth that users 

1.1 User expectations and mHealth 

User expectations are defined as a set of beliefs held by target users of an IS associ-

ated with IS and their performance of using the system (Szajna & Scamell, 1993). User 

expectations can reveal how users conceptualise the technology and how they expect it 

to benefit it (Olsson, 2014). This can help policymakers improve their users’ satisfac-

tion and continuance use of the new system (Linda, 2012). Despite the role that user 

expectations play in sustaining the adoption of IS projects, few studies have investi-

gated how this phenomenon impacts IS continuance including mHealth.  

Malawi, like other developing countries, has initiated several mHealth initiatives 

over the past five years being used by community health workers. Salient examples 

include Cstock, a mobile phone for health “Chipatala cha pa foni” among others (Ma-

langa & Chigona, 2018). Prior studies on the Cstock and other mHealth applications in 

general so far have looked at the feasibility, implementation and acceptability of the 

technology (SC4CCM, 2018; Friedrichs et al., 2014; Shieshia et al, 2014). However, 

there is a dearth of literature regarding the influence of user expectations as predictors 

of continuance intentions of mHealth with community health workers in Malawi. Based 

on this limited evidence, this study was set out to fill this knowledge gap.  
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1.2 Research objectives 

The main objective of the study was to investigate the potential user expectations as 

predictors of continuance intention of Cstock, mHealth application with CHWs in Ma-

lawi. Three specific objectives were posed: This was achieved by answering two spe-

cific objectives: 

To identify potential user expectations as determinants of continuance intention of 

mHealth with CHWs in Malawi. 

To examine the effects of user expectations on CHWs’post-usage usefulness with 

mHealth application.  

To determine the effects of user expectations on the satisfaction of CHWs with 

mHealth application. 

1.3 Cstock mHealth description 

Cstock is a rapid Short Message Service (SMS) and web-based reporting and resup-

ply system that is used by HSAs to report stock data about medical supplies through 

mobile phones. This mHealth application was designed by the Ministry of Health in 

partnership with Supply Chain for Community Case Management (SC4CCM) 

(SC4CCM, 2018). The system calculates HSAs to re-supply quantities and sends this 

information to the health facility staff. The health facility staff receive this information 

to pick and pack products for CHWS and notify them about the collection date and time 

(Shieshia et al, 2014). A web-based accessible dashboard is a simple, easy-to-use re-

port, that shows stock levels, reporting rates, and alerts for central and district-level 

managers. The dashboard provides visibility of HSA logistics data to district and cen-

tral-level managers. Recently, Cstock mHealth has been implemented in health facili-

ties in 14 out of the 29 districts of the country (SC4CCM, 2018). Figure 1 illustrates 

how data and product flow in Cstock mHealth. 

 

Fig. 1. Cstock Data and Product Flow (SC4CCM, 2018) 
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2 Research model and hypotheses 

The objective of this study was to model user expectations that can predict the contin-

ued usage intention of mHealth with the community health workers (CHWs).  To con-

ceptualise this study phenomenon, the researchers selected the expectation confirma-

tion model (ECM) as a based model. The expectation confirmation model (ECM) is a 

model commonly used to study information System (IS) continued usage behaviour 

[29,28, 26,1].  

ECM posits that an individual user’s intention for continued use of information systems 

(IS) depends on three variables: the user’s level of satisfaction with information sys-

tems, the extent of the user’s confirmation of expectation, and the perceived usefulness, 

which later changed to post-usage usefulness [28, 1]. Based on the advantages of the 

ECM, this study adopted all four constructs of the model: (i) post-usage usefulness, (ii) 

confirmation, (iii) satisfaction, and (iv) continuance intention. Following the develop-

ment of ECM, various studies have applied it to study post-adoption expectations in the 

mHealth domain. Recent salient examples include continuance behaviour in using e-

Health services [30]; factors affecting users’ continuance intention towards mHealth 

[31]; continuance of mHealth at the bottom of the pyramid [27]; continued usage inten-

tion of mHealth in a developing country [28]; and among others. 

 One of the strengths of ECM is that it is considered a parsimonious model and can 

be applied to different settings (Bhattacherjee et al., 2008). However, it has some short-

comings (D’ Ambra et al., 2013). The model uses the post-usage usefulness as an ag-

gregate variable for post-user expectations. Yet, post-usage usefulness alone is not ad-

equate to capture all the post-expectation beliefs such as control, attitudinal, and object-

based beliefs that an individual user may hold towards the IS. Second, ECM posits that 

pre-acceptance expectations are covered by satisfaction and confirmation constructs 

(Battacherjee, 2001). To address the weakness of the ECM, this study integrated quality 

triads (system quality, information quality, and service quality) from the IS success 

model (DeLone & McLean, 2016), and effort expectancy from the UTAUT model 

(Venkatesh et al., 2003). Thus, effort expectancy, system quality, information quality, 

and service quality were modelled as pre-usage/pre-acceptance expectations. The vari-

ables are briefly discussed: 

2.1 Satisfaction 

User satisfaction with technology such as mHealth denotes a positive aggregate feeling 

that develops by several dealings with the services (Osah &Kyobe, 2017; Kuo et al., 

2009). Previous studies in consumer behaviour have found that satisfaction is a key 

determinant of customer’s repurchase intentions (Oliver, 1980).  

In the mHealth context, CHWs’ satisfaction depends on what they want from Cstock, 

and what they realise after using the Cstock.  This relationship has been validated by 

previous extant literature (Nie et al., 2023; Tian et al., 2022; Hossain et al., 2021; Ku-

mar & Natarajan, 2020; Leung & Chen, 2019; Osah & Kyobe, 2017; Bhattacherjee et 

al., 2008; Bhattacherjee,2001). Thus, this study’s first hypothesis is that: 
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H1: User’s high level of satisfaction with Cstock is positively associated with his or 

her continuance intention towards Cstock-mHealth application 

2.2 Post-usage usefulness 

Post-usage usefulness is regarded as a significant predictor of both user satisfaction and 

continued usage intentions of information system (IS) continuance (Bhattacherjee et 

al., 2008; Bhattacherjee, 2001). Thus, post-usage usefulness in ECM, represents the 

affirmative understanding of the performance or benefits accrued from using the tech-

nology artefact (Osah, 2015; Bhattacherjee, 2008). This relationship between post-us-

age usefulness and satisfaction has been validated by extant IS literature (Ayyoub et 

al.,2023; Nie et al., 2023; Osah & Kyobe, 2017; Ayanso et al., 2015; O'Brien, 2013; 

Bhattacherjee et al., 2008).  Furthermore, the causal relationship between post-usage 

usefulness and continuance intention is validated in IS extant literature (Nie et al., 2023; 

Tian et al., 2022; Hossain et al., 2021; Kumar & Natarajan, 2020; Ayanso et al., 2015; 

Bhattacherjee, 2001). Therefore, this study’s second  and third hypotheses  are: 

H2: User’s perceptions of post-usage usefulness are positively associated with his 

or her satisfaction with Cstock-mHealth application. 

H3: User’s perceptions of post-usage usefulness are positively associated with his 

or her continuance intention towards Cstock-mHealth application. 

2.3 Confirmation  

In the consumer literature, confirmation entails the inconsistency between expecta-

tion and actual consumer experience with the product or service (Osah, 2017; Oliver, 

1980).  In IS literature, this view is reflected within the expectation confirmation model 

(ECM) (Bhattacherjee, 2001). This model posits that technology users’ confirmation of 

expectations asserts positive effects on their perception of usefulness and satisfaction 

with technology (Osah, 2015, Bhattacherjee, 2001). The extant IS literature that has 

validated the relationship between confirmation and post-usage usefulness include (e.g. 

Nie et al., 2023; Tian et al., 2022; Hossain et al., 2021; Kumar & Natarajan, 2020; 

Bhattacherjee, 2001). Similarly, the relationship between confirmation and satisfaction 

is evident in IS extant studies (Nie et al., 2023; Mtebe & Gallagher, 2022; Tian et al., 

2022; Hossain et al., 2021; Fu et al., 2020; Baharum, & Jaafar, 2015; Bhattacherjee, 

2001). Consistent with these findings, the fourth and fifth hypotheses for this study are:  

H4: User’s high level of confirmation is positively associated with his or her post-

usage usefulness with the Cstock-mHealth application. 

Thus, the fifth hypothesis is that: 

H5: The user’s high level of confirmation is positively associated with his or her 

satisfaction with the Cstock-mHealth application. 
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2.4 Effort expectancy 

Effort expectancy (EF) is a variable reflected within the UTAUT model (Venkatesh et 

al., 2003). The theory posits that effort expectancy is the degree of ease of use associ-

ated with the use of the system. This implies that users of mHealth applications such as 

Cstock will accept the system if it is easy to use (Cavalcanti et al., 2022) and reject it if 

it is complex to use (Venkatesh et al.,2003).  

Extant literature that has established the link between effort expectancy and useful-

ness is evident (e.g. Rezvani et al., 2022; Onaolapo & Oyewole, 2018; Sair &Danish, 

2018).  Similarly, previous IS studies have validated this relationship between effort 

expectancy and satisfaction (Elok, & Hidayati, 2021; Chao, 2019; Onalopo & Oyewole, 

2018). Thus, the sixth and seventh hypotheses of this study were: 

H6: The user’s high level of perception of effort expectancy is positively associated 

with his or her post-usage usefulness with Cstock-mHealth application. 

H7: The user’s high level of perception of effort expectancy is positively associated 

with his or her satisfaction with the Cstock-mHealth application. 

2.5 System quality 

System quality is characterised by desirable features such as system flexibility, system 

reliability, ease of learning, response time, and among others (McLean & DeLone, 

2016;2014; 2003). Likewise, in the mHealth context, the mHealth application should 

be characterised by these system quality attributes as posited by the ISS model (McLean 

& DeLone, 2016; 2014). Thus, if the mHealth application fails to exhibit these system 

quality attributes, it would be deemed of poor quality, this would jeopardise user expe-

rience (Osah, 2015). 

Prior IS studies have validated the relationship between system quality and useful-

ness with technology. The findings revealed that system quality is a key determinant of 

system success and has a direct influence on the perception of usefulness (Alkhawaja 

et al., 2022; Haddad, 2018; Rui-Hsin & Lin, 2018) and satisfaction (Chen et al., 2024; 

Nurhayani et al., 2024) with technology. In light of the foregoing discussion and con-

sistent with the findings, the researchers hypothesize that:  

H8: The user’s high level of perception of system quality is positively associated with 

his or her post-usage usefulness with the Cstock-mHealth application. 

H9: The user’s high level of perception of system quality is positively associated with 

his or her satisfaction with the Cstock-mHealth application 

2.6 Information Quality 

Information quality refers to the desirable characteristics of the system outputs 

(Chipeta & Malanga, 2022; McLean & DeLone, 2016). The information quality attrib-

utes include relevance, accuracy, completeness, timeliness, understandability, and con-

ciseness, among others (McLean & DeLone, 2016). In the mHealth context, infor-

mation delivered or received from the mHealth application that covers the desirable 

attributes of information quality will be well appreciated by the users and vice versa.  
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Previous IS studies have reported the relationship between information quality and 

satisfaction (Nurhayani et al., 2024; Alkhawaja et al., 2022; Rui-Hsin & Lin, 2018; 

Osah & Kyobe, 2017; Irma, 2014; Osah, 2015). In addition, the relationship between 

information quality and post-usage usefulness is confirmed by prior IS extant studies 

(Machdar, 2016; Irma, 2014; Wijayanto, 2008; Seddon, 1997). Thus, consistent with 

the findings from extant studies, it was hypothesized that: 

H10: User’s high level of perception of information quality is positively associated 

with his or her satisfaction with Cstock-mHealth application 

H11: User’s high level of perception of information quality is positively associated 

with his or her post-usage usefulness with the Cstock-mHealth application. 

2.7 Service Quality 

Service quality refers to the quality of support that information technology (IT) users 

receive from the information organisation and IT staff (McLean & DeLeon, 2016; 

2003). The service quality characteristics include reliability, technical competency and 

empathy of technical IT staff, assurance, personalisation, accuracy, and responsiveness 

(Osah&Kyobe,2017; McLean & DeLone, 2016).  

With the mHealth application, where users’ experiences low responsiveness and 

slow connections and there is no competent and empathetic IT staff, this is likely to 

upset the users’ experiences with negative perceptions of usefulness while using 

mHealth application and vice-versa. Prior extant studies have a positive relationship 

between service quality and post-usage usefulness (eg. Shah & Attiq, 2016; Calisir et 

al., 2014; Kim & Lee, 2014; Wang & Xiao, 2009). Furthermore, there also evidence 

for relationship between service quality and satisfaction is reported in prior IS extant 

studies (Chen et al., 2024; Nurhayani et al., 2024; Alkhawaja et al., 2022; Rui-Hsin & 

Lin, 2018; Osah & Kyobe, 2017; Osah, 2015). Accordingly, it was hypothesized that: 

H12: User’s high level of perception of service quality is positively associated with 

his or her post-usage usefulness with the Cstock-mHealth application. 

H13: User’s high level of perception of service quality is positively associated with 

his or her satisfaction with the Cstock-mHealth application. 

Figure 2, provides the hypothesized research model for this study. 
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Fig. 2.  Research model for this study 

3 Methodology 

3.1 Research design 

This study adopted a cross-sectional survey design, employing a quantitative method 

(Saunders et al. 2016).This survey design deals with the opinions of individuals that are 

collected at one point in time. The reasons for employing survey design were that it is 

popular and allows the collection of a large amount of data from a sizeable population 

(Creswell, 2014). This study adopted a quantitative research method. This study utilised 

a print survey questionnaire as a data collection instrument. The survey questionnaires 

consisted of 30 closed-ended standardised questions measuring nine variables adapted 

from extant theories and literature. The questions were subjected to a 7-point Likert 

scale (1=strongly disagree to 7=strongly agree). This enhanced the validity and relia-

bility of the research instrument items. About 280 survey questionnaires were distrib-

uted randomly to health surveillance assistants (HSAs) who were users of Cstock in 

three district health facilities in Malawi.  

The questions from the constructs were adapted from the previous validated studies 

as follows:  continuance intention (CONT) (Bhattacherjee, et al., 200; Bhattacherjee, 

2001); post-usage usefulness (PUU) (Alkhawaja et al., 2022; Haddad, 2018); satisfac-

tion (SATIS) (Nie et al., 2023; Osah & Kyobe, 2017); confirmation (CONF)(Tian et 

al., 2022; Bhattacherjee et al.,2008); 

Effort expectancy (EEXP) (Rezvani et al., 2022; Onaolapo & Oyewole, 2018); sys-

tem quality (SYSQ) (Fu et al., 2023; McLean & DeLone, 2016); information quality 

(INFQ) (Nurhayani et al., 2024; McLean & DeLone, 2016); and service quality 

(SERVQ) (Chen et al., 2024; Shah & Attiq, 2016). 

3.2 Ethical clearance 

The researchers obtained research ethical approval from the University of BBUX 

(Pseudonym), with reference HREC REF: 553/2019. Furthermore, permission to col-

lect data was sought from the three district health facilities that were targeted (Nkhata-

Bay, Chitipa, and Rumphi). The participation was voluntary such that each participant 

was free to take part or withdraw in the study at any time. Consent forms were also 

given to each respondent to sign his/her agreement or willingness to participate in the 

study. Creswell, 2014). 

3.3 Data collection and analysis 

The study utilised a partial least square method of structural equation modelling (PLS-

SEM) as a method of data analysis. PLS-SEM examines both the measurement and 

structural models simultaneously, consequently assessing factor analysis and hypothe-

sis testing concurrently (Hair et al., 2014). In addition, PLS-SEM demands on smaller 
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sample size than CB-SEM (Hair et al., 2017). The sample size for this study is 176 

CHWs/HSAs more than 157 sample size, which is enough to satisfy the recommenda-

tion of PLS-SEM (Cohen, 1992). Data collection took place between July 2020 to May 

2021. Of 280 survey questionnaires that were randomly distributed to CWHS/HSAs in 

the three district health facilities (Chitipa=90, Rumphi=120, and Nkhatabay=70), about 

227 were successfully returned for data analysis, achieving a response rate of 81.07%. 

SmartPLS version 3.3.9 software tool was used to analyse the data. 

3.4 Data Screening 

To screen data for quality, data was submitted to Haman’s one-factor method in IBM 

SPSS version 25. The results showed that the first factor accounted for 12.608%, while 

the last factor was 5.058%. The results also indicated that all 8 factors that were sub-

mitted to the Principal Component Analysis (PCA) accounted for 62.492%. Thus, a 

single factor was not accountable for more than 50% of the variance in the data set, 

indicating the absence of CMB (Barns & Barns, 2008).  In addition, data normality was 

assessed by using the D’Agostino Skewness and Ansombe-Glynn Kurtois tests (Hossan 

et al., 2020; Hair et al., 2017). Skewness is used to describe the balance of distribution, 

and the recommended Z-scores of -2+2 were employed as a threshold (Hair et al., 

2014). Azzalini (2005). Likewise, Kurtois refers to the peakedness or flatness of the 

distribution compared to the normal distribution, and threshold values of -3 to +3 were 

adopted in this study (Azzalini, 2005). Thus, after screening the data, 51 cases were 

removed and only 176 cases were returned for data analysis.  

4 Empirical Analysis of Findings 

4.1 Demographic profile of respondents 

The first part of the survey sought to gather the demographic profile of respondents.  

The results showed that more males (60.08% or 107) participated in the study than 

females (39.2% or 69).  More respondents between the 26-30 age range (37.5% or 66) 

participated in the survey, followed by those aged between 36-40 (36.4% or 64), while 

only 15.3% (27) were aged above 41 and above. With regards to education, the majority 

of respondents were holders of Malawi School Certificate of Education (MSCE) 

(67.0% or 118) and 1.1% (2) were holders of degrees. In terms of district health facili-

ties, 38.1% (67) of respondents were from Chitipa, 33.0% (58) were from Nkhata-bay, 

and 29.0% (51). Besides, about work experience, the majority (48.9% or 86) of re-

spondents who participated in the survey had 11-15 years of work experience followed 

by 26.7% (67) of those who had 6-10 years of work experience. The study also revealed 

that 71.6% (126) were using Cstock mHealth monthly. Moreover, the study also found 

that 48.3% (81) of respondents were using featured phones to access Cstock mHealth, 

followed by 43.1% (76) of those who were using basic phones to access the Cstock, 

mHealth application.  
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4.2 Assessment of the Measurement Model 

The first step involves the evaluation the of reliability and validity of constructs in the 

conceptualized model (Hair et al., 2021; Knock, 2014). Using SMART-PLS 3.8, this 

study followed four steps to evaluate the reliability and validity of the research model: 

(i) Indicator reliability: Indicator loadings of 0.50 were adopted (Hair et al.,2017);(ii) 

Internal consistency reliability: Crobach alpha values of 0.60  and composite reliability 

of 0.70 were adopted respectively (Chin, 2010; Hamid, Sami & Sadek, 2017); and (iii) 

Convergent validity: the Average Variance Extracted (AVE) with 0.50 was examined 

(Sarstedt, Ringle & Hair, 2017; Fornell-Lacker, 1981). 

In this study, a path algorithm through SMART-PLS results was performed. The 

results show that all the values that met the quality criteria for establishing reliability 

and convergent validity were returned, while those that did not meet the criteria were 

dropped off or removed. The summary of results for examining reliability and conver-

gent validity are presented in Table 2.  

Table 1. Results for testing reliability and convergent validity 

 
Another method that was employed to examine the validity of the study is to assess 

the discriminant validity. This measures the extent to which a construct is empirically 

distinct from other constructs both in terms of how much it correlates with other con-

structs and distinctly the indicators represent only the single construct (Hair et al, 2017; 

Sarstedt, Ringle & Hair, 2017). To establish discriminant validity, this study examined 

the Fornell and Lacker criterion (Fornell-Lacker, 1981) and cross-loadings (Henseler 

et al., 2015). To establish discriminant validity via the Fornell-Lacker Criterion, the 

square root of each construct’s AVE should be greater than its highest correlation with 

any other construct (Hair et al., 2014). Thus, this study examined the Fornell-Lacker 

criterion using SMART-PLS, and the results are presented in Table 3. The results indi-

cate that the square roots of each construct’s AVE are greater than its highest correlation 

with any other construct, thereby indicating the presence of discriminant validity. 
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Table 2.  Results of Fornel-Lacker Criterion 

 
Through cross-loadings, discriminant validity is shown when each measurement item 

correlates weakly with all other constructs except for the one with which it  is theoreti-

cally associated. To establish discriminant validity in PLS-SEM analysis using cross-

loadings, Chin (1998) suggests that each indicator loading should be greater than all of 

its cross-loadings. Likewise, as indicated in Table 4, the results show that all indicators 

have greater loadings than all of their cross-loadings, implying the presence of discri-

minant validity. 

Table 3. Results of Cross-Loadings 

  

4.3 Assessment of the Structural Model 

The structural path  model in PLS-SEM  was assessed by examining collinearity, ex-

planatory power of the structural model and the path coefficient (Sarstedt et al., 2019). 

Collinearity issues arise when there is a correlation or association between two or more 

predictor variables in a structural path model (SAGE, 2019; Hair et al., 2017). This 

study adopted measures of tolerance and variance inflation factor (VIF) values. As a 

threshold, where each predictor construct or variable’s tolerance and VIF should be 

above 0.20 but less than 5 respectively (Hair et al., (2014). To compute tolerance and 
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VIF values, each set of predictor variables and the latent scores from the default report 

in SMART-PLS were copied (Osah, 2017). Table 5, indicates that all the tolerance and 

VIF values are above 0.20 and less than 5, implying that collinearity was not an issue 

in the study. 

Table 4. Results for testing multicollinearity 

NO Construct Tolerance VIF 

1 Confirmation 0.87 1.15 

2 Effort Expec-

tancy 
0.85 1.18 

3 Information 

Quality 
0.93 1.07 

4 Post-Usage Use-

fulness 
0.85 1.17 

5 Satisfaction 0.86 1.16 

6 Service Quality 0.98 1.02 

7 System Quality 

(SYSQ) 
0.62 1.61 

To examine the structural model of the path coefficients, a bootstrapping method was 

run in SMART-PLS to obtain the t-values, p-values and standard errors to determine 

the statistical significance of the proposed hypotheses. To achieve this, a critical value 

of two-tailed tests was adopted as a rules of thumb postulated in IS literature. Table 5 

shows that 8 hypotheses had significant path relationships (HI, H2, H3, H7, H8, H9, 

H10, and H12) while 5 hypotheses were rejected (H4, H5, H6, H11, H13). 

Table 5. Results of examining path coefficients in the structural model 

 

 
This study also examined the coefficient of determination (R2 value) of the structural 

path model. It is a measure of the predictive power of the model and calculated as the 
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squared correlation between a specific endogenous construct’s actual and predicted val-

ues (Hair et al. 2016). The rules of thumb acceptable for R values depend on the com-

plexity of the research and discipline. For instance, in marketing literature, R2 values 

of 0.75, 0.50 or 0.25 for criterion variables are considered as substantial, moderate or 

weak respectively (Hair et al.,2011)). In this study, through the bootstrapping method 

in SMARTPLS, an R2 value of 0.275 was obtained from the criterion variable (criterion 

variable), and thus can be considered higher since this study was exploratory. Figure 3 

illustrates the outer loadings, path coefficients and the R2 value explained by the con-

ceptualised structural path model. 

 

Fig. 3. Results of Coefficient of determination (R2) 

5 Discussion of Findings 

First, the post-usefulness (PUU), satisfaction (SATIS), confirmation (CONF), and con-

tinuance intention (CONT) were drawn from ECM (Bhattacherjee et al., 2008). Three 

of the four were predictor variables and continuance intention was a criterion variable. 

Five path relationships were hypothesised. The study found that all the five hypotheses 

had significant path relationships. Post-usage usefulness represents the affirmative un-

derstanding of the performance or benefits accrued from using the technology artefact 

(Osah, 2015; Bhattacherjee, 2008). The findings imply that CHWs valued the accrued 

benefits realized from using the Cstock, mHealth application. Previous studies have 

revealed that post-usage usefulness has a positive effect on continuance intention 

(Ayyoub et al.,2023; Nie et al., 2023).  

Besides, the study found that CHWs were satisfied with services delivered by the 

Cstock, mHealth application. Satisfaction emerged as the strongest predictor of contin-

uance intention with Cstock, mHealth application. This is also confirmed by ECM as 

postulated by Bhattacherjee (2008). This positive relationship entails that the sampled 
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users are content with the functionalities offered by Cstock. The result was also con-

sistent with the IS extant literature (Nie et al., 2023; Tian et al., 2022; Hossain et al., 

2021; Kumar & Natarajan, 2020).   

Moreover, the study reported a positive significant relationship between post-usage 

usefulness and satisfaction. The findings were consistent with previous literature 

(Ayyoub et al.,2023; Nie et al., 2023; Osah & Kyobe, 2017) The significance of this 

path relationships implies that CHWs recognize that their continued use of Cstock, 

mHealth application depends on the level of satisfaction following each usage of the 

system.  It also signifies that users may get updated with new information, which further 

determines the level of users’ satisfaction with technology at any given time (Osah, 

2015). Thus, paying more attention to the benefits and increasing the level of satisfac-

tion of CHWs will motivate their intentions to continue using Cstock, mHealth appli-

cation despite the available alternatives to mHealth technologies. 

Second, system quality (SYSQ), information quality (INFQ) and service quality 

(SERVQ) were drawn from the updated IS success model (DeLone & McLean, 2016). 

Six hypotheses were conceptualised as pre-acceptance expectations to predict PUU and 

SATIS. The findings emerged that only two hypotheses had a significant influence on 

post-usage usefulness. 

System quality is characterized by desirable features such as system flexibility, sys-

tem reliability, ease of learning, response time, and among others (McLean & DeLone, 

2016;2014; 2003). On the other hand, service quality refers to the quality of support 

that information technology (IT) users receive from the information organisation and 

IT staff (McLean & DeLeon, 2016; 2003). The significance of the two hypotheses 

meant that the surveyed sampled CHWs recognized the importance of system quality 

(e.g. learnability, understandability) and service quality features (e.g. assurance, re-

sponsiveness) portrayed by Cstock, mHealth could impact positively their cumulated 

future benefits of using the system. The findings were consistent with previous studies 

(Shah & Attiq, 2016; Calisir et al., 2014; Alkhawaja et al., 2022; Haddad, 2018). 

 The insignificance of the other four hypotheses implied that the surveyed Cstock 

users developed their level of satisfaction with the system independent of system qual-

ity, information quality, and service quality features or characteristics. However, the 

findings were inconsistent previous studies, where positive relationships were reported 

between information quality and post-usefulness (Machdar, 2016; Irma, 2014; Wi-

jayanto, 2008) and satisfaction (Chen et al., 2024; Nurhayani et al., 2024); system qual-

ity and satisfaction (Chen et al., 2024; Nurhayani et al., 2024); and service quality on 

satisfaction (Chen et al., 2024; Nurhayani et al., 2024). To this end, the rejection of 

these hypotheses also implies that CHWs’ perceived information quality and service 

quality expectations were not met to instigate satisfaction and accrued benefits while 

using the Cstock, mHealth application. 

Third, Effort expectancy (EEXP) was the only construct drawn from the UTAUT 

model, as a predictor variable (Venkatesh et al., 2003). Two path relationships were 

hypothesised as pre-acceptance expectations to predict PUU and SATIS. However, 

only the path relationship between EEXP and PUU was found significant. Effort ex-

pectancy is the degree of ease of use associated with the use of the system. This implies 
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that users will accept Cstock, an mHealth application, if it is easy to use and reject it if 

it is complex (Cavalcanti et al., 2022; Venkatesh et al.,2003).  

Thus, the positive relationship between effort expectancy and post-usage usefulness 

means that the surveyed sampled CHWs viewed effort expectancy features had a posi-

tive impact on the post-usefulness of Cstock, mHealth application.  The findings were 

confirmed by previous studies (Rezvani et al., 2022; Onaolapo & Oyewole, 2018). 

However, the insignificance of effort expectancy on satisfaction, implies that users did 

not consider this variable playing a significant impact on the level of satisfaction and 

continuance intentions to use the Cstock, mHealth application. Thus, the Cstock, 

mHealth application vendor/provider should improve the effort expectancy character-

istics of Cstock so that users are satisfied with the system. 

6 Conclusion 

This paper was set out to investigate the influence of user expectations on continu-

ance intentions to use Cstock. This a mHealth application is used by CHWs via short 

message services (SMS) to order and supply medical supplies in village clinics in Ma-

lawi. The study has found that effort expectancy, system quality, trust and confirmation 

have a positive influence on continuance intentions towards Cstock mediated through 

post-usage usefulness and satisfaction. The findings have reinforced and also contested 

conventional ways of explaining user expectations and continuance intention. The con-

ventional views that user’s continuance intention towards technology is dependent on 

user’s level of satisfaction, the level of user’s confirmation of expectations, and post-

usage usefulness (post-adoption expectations) were validated (Osah & Kyobe, 2017; 

Bhattacherjee et al., 2008; Bhattacherjee, 2001). However, the study found that system 

quality, information quality, and service quality did not have a positive influence on 

user satisfaction with mHealth. This implies that the surveyed users of Cstock, mHealth 

application in Malawi possess different expectation beliefs that may influence their 

level of satisfaction with technology contrary to the extant literature that views quality 

triads as determinants of user satisfaction with technology and its continuance intention 

(DeLone and McLean, 2016: Bhattacherjee et al., 2008; Bhattacherjee, 2001). 

  

6.1 Theoretical implications 

The empirical findings from this study demonstrate the relevance of the proposed 

research model, which is based on ECM with some additional expectation factors 

drawn from other theoretical models from extant IS pre-acceptance literature. The study 

also provides evidence of the relationships between user pre-acceptance expectations 

and post-adoption expectations on continuance intention towards mHealth.  

Equally important, by integrating variables from pre-acceptance models to ECM, 

this study has refuted earlier studies (Bhattacherjee et al., 2008, 2001) that it was im-

possible to integrate both pre-acceptance and continuance theories in a single study due 

to variant time-bound.  
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6.2 Practical implications 

These research findings may inform policymakers and research practitioners on the 

importance of taking into account user’s expectations when deploying mHealth tech-

nologies in Malawi and beyond. The study also noted that user expectations that influ-

ence continuance usage intentions of mHealth among users in developing countries dif-

fer from those from the developed world. For, instance, there is established knowledge 

wisdom that quality triads have a positive influence on user satisfaction (McLean & 

DeLone, 2016). However, in the Malawian context, these quality triads were not sig-

nificant, implying that the level of satisfaction users of Cstock, and mHealth application 

was not impacted by quality expectation features portrayed by the system. Furthermore, 

the study found that system quality, information quality and service quality did not have 

positive effects on the satisfaction of CHWs with the Cstock, mHealth application. 

Thus, it is recommended that Cstock, mHealth application provider/vendor should im-

prove the quality features to ensure CHWs’ high level of satisfaction with Cstock, 

mHealth and their ultimate continued usage behaviour. 

6.3 Limitations and future work 

Despite the theoretical and practical contributions, this study has also some limita-

tions that warrant areas for future research. This study was conducted as a cross-sec-

tional survey design targeting only CHWs of Cstock, mHealth application in three dis-

trict health facilities of Malawi. Therefore, future studies must utilise longitudinal ap-

proach and replicate the study in other district health facilities in Malawi, where the 

Cstock, mHealth application is in use. Second, the study employed a quantitative re-

search method, which also has its weakness. It is suggested that future studies should 

utilise mixed research methods to gain in-depth understanding of the study phenome-

non. In the end, this will warrant generalization of the findings.  
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Abstract. This article explores the process of cybersecurity policy formulation, 
implementation, and modification, emphasising the critical role of policy 
compliance in fortifying organizational digital defences. Drawing insights from 
various literature sources, the article highlights the multifaceted nature of 
cybersecurity policies, encompassing technological, procedural, and human-
centric elements. The policymaking steps, including formulation, 
implementation, modification, and compliance, are described, underscoring the 
importance of tailoring policies to unique organizational cyber platforms. The 
study identifies and elaborates on essential cybersecurity policies, such as 
privacy, email security, net- work security, Wi-Fi usage, physical security, 
password management, and incident response. The article also introduces Lubua 
and Pretorius's cyber-security policy framework, illustrating seven key entries for 
comprehensive policy development. Furthermore, it stresses the ongoing need 
for policy compliance as a cornerstone for effective cybersecurity within 
organizations, involving both technical and non-technical solutions. The dynamic 
nature of technology and the continuous evolution of cyber threats necessitate 
periodic reviews and modifications to cybersecurity policies. The iterative 
process of cybersecurity policy development, implementation, compliance, and 
modification establish a robust frame- work, safeguarding digital infrastructure 
and enabling effective responses to evolving cyber challenges. 

 
Keywords: Cybersecurity, Cybersecurity Policy, Cybersecurity policy 
formulation, Cybersecurity policy Compliance. 

 
1       Introduction 

 
The information security or cybersecurity policy encourages proper conduct among 
staff members by outlining duties and expectations for adhering to the rules and 
regulations of said policies [1].  These policies serve as the blueprint guiding an 
organisation's actions to secure its entire cyberspace. They outline a comprehensive 
roadmap, encompassing technological, procedural, and human-centric elements aimed 
at fortifying digital assets and mitigating risks. On the other hand, policies within the 
cybersecurity domain constitute a set of legislations, programs, and actions 
formulated by a governing body within an organisation. These policies serve as 
regulatory frameworks, dictating the protocols and standards to be followed to 
safeguard information and physical assets from potential threats [2][3]. 

Employees are usually the target audience for cybersecurity policies, as noted by [1] 
and they should always be taken into account when developing policies. Employees 
who interact with technology must be involved in cybersecurity governance, strategies, 
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and policies because they are essential to strengthening an organisation's cyber 
defences, mitigating vulnerabilities, and proactively managing potential threats and 
attacks in the digital sphere. Furthermore, [4] draw the conclusion that having 
technological solutions for cybersecurity is not as crucial as an organisation 
establishing a set of information security policies and procedures. 

Therefore, the purpose of this article is to give readers a better understanding of the 
cybersecurity policymaking process and its importance in protecting organizations 
against cyber threats. It seeks to explore the various steps involved in formulating, 
implementing, and ensuring compliance with cybersecurity policies. Additionally, the 
article aims to highlight the importance of tailoring policies to address the unique 
cyber platforms of organizations and fostering a culture of security and resilience. 
Through insights drawn from scholarly literature, the article aims to equip readers 
with knowledge and insights to navigate the complexities of cybersecurity 
governance effectively. Ultimately, the goal is to help organizations develop robust 
cybersecurity frameworks that can adapt to evolving threats and technologies, thereby 
enhancing their cybersecurity posture and mitigating risks. The following section will 
discuss the procedural steps in policymaking outlined by [6]. 

 
 

2       Cybersecuri ty  pol icy Policymaking Steps 
 

[3] underscore the importance of tailoring the cybersecurity approach to each 
organisation's unique cyber platform, necessitating the development of policies that 
guide users in utilizing technology. As articulated by the authors [3], the primary 
function of a cyber policy lies in securing business continuity by safeguarding critical 
areas. The following delineates the steps for formulating effective cybersecurity 
policies. 

 
 
 

2.1      Cybersecurity policy Formulation step 
 

Policy formulation is a process of identifying a problem and finding priorities and 
actions on a specific problem such as vulnerability and threats in the organisation [5]. 
In the formulation process, agendas for the policy are defined and set [6]. Policy 
formulation affects both implementation and outcomes because the success or failure 
of a policy depends mainly upon the policy formulation process [5]. Therefore, 
research must be collected to provide appropriate and accurate information for this 
process. 

The initial step in formulating a cybersecurity policy is to establish a clear rationale 
and priorities the security focus within your organisation, as articulated by [4]. 
Furthermore, according to [7], successful policy formulation requires addressing key 
questions such as: How will the identified problem be resolved? What are the primary 
concerns and objectives? What options exist to achieve these objectives? What are the 
pros and cons of each option? Additionally, what externalities, whether favourable or 
unfavourable, are associated with each choice? 
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Organisations need to develop proactive cybersecurity policies to combat the 

increasing threat of cyberattacks. [4] draw attention to international policies that are 
common to all countries, which can assist policymakers in developing cybersecurity 
plans. The authors list fourteen shared characteristics that are essential to the 
development of strong cybersecurity policies. These characteristics include 
telecommunication, net- work security, cloud computing, e-commerce, e-business, 
identity theft, smart grid, and privacy. With these characteristics, organisations can rely 
on them to formulate the necessary policies for securing the internet. 

 
 

Types of cybersecurity policies. 
 

Cybersecurity policies constitute a multifaceted framework crucial for fortifying the 
security infrastructure of any organisation. [4] identified ten fundamental aspects, 
aligning with the conclusions drawn by [3] from [8]. These include information 
handling, access control, data retention, data protection, cloud computing, email, 
physical security, and network security. 

Moreover, [3] introduced additional elements derived from the amalgamation of 
these literatures, underscoring the importance of incorporating policies pertaining to 
password management, company-owned device usage, WIFI usage, incident response, 
business continuity, disaster recovery, and backup strategies into the broader spectrum 
of information security policy documents. The ensuing detailed explanation delves into 
the formulation of policies designed to combat cybersecurity threats comprehensively. 
Below are the types of cybersecurity policies. 

 
Privacy Policy and Data Protection: [4] and [3] underscore the crucial nature of 
privacy policies within organisations. [9] defines privacy policy as a legal document 
dictating how an organisation handles information related to its customers, clients, 
employees, and partners. It encompasses the collection, storage, use, sharing, 
protection of data, and outlines user rights concerning their information. Moreover, 
[10].  stress that a privacy policy discloses how an organisation collects, manages, 
and discloses customer data, including sensitive personal information. Legislation, 
such as the Data Protection Bill in Namibia (Draft Data Protection Bill, 2021), 
emphasises the need to regulate information processing to safeguard individuals' 
fundamental rights, especially the right to privacy. 

 
Email Security Policy: [10] highlights the pivotal role of an effective email security 
policy in safeguarding against cyber threats and employee misuse. Emails serve as 
prime targets for phishing attacks, where malicious links and attachments can 
compromise sensitive information and introduce malware into an organisation's 
systems [11], Establishing rules and expectations for corporate email usage helps 
mitigate security risks by educating users on proper email system practices. 

 
Network Security Policy: Network security, as defined by [11], involves safeguarding 
networks and data from breaches and intrusions through various measures like access 
control, antivirus software, firewalls, encryption, and more. [12] emphasises the need 
for a well-crafted network security policy to protect company assets while allowing. 
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efficient employee workflow. This policy outlines device connectivity, data 
transmission, and permissions, thereby enabling the blocking of malicious activities 
without altering hardware or software configurations [13]. Additionally, [14] 
emphasize the least privilege principle within network security policies, restricting 
network permissions to only essential users and applications. 

 
Wi-Fi Usage Policy: [15] discovered that 50% of employees are indifferent to how they 
use the organisation's internet, partly due to managers being unclear about expectations. 
Consequently, to ensure effective network security, a robust Wi-Fi usage policy 
becomes essential. This policy outlines protocols for accessing and utilizing the 
organisation's wireless network, promoting secure connectivity, and thwarting 
unauthorised access. As highlighted by [16], such a policy serves as a preventive 
measure, mitigating the risk of employees causing unintentional or intentional harm to 
the company or its reputation. 

 
 

Physical Security Policy: According to [17], cyber physical systems security 
incorporates security into a variety of interconnected computing systems and 
neighbouring system architectures. According to [4], cyber security policy includes 
physical equipment security in addition to the security of facilities, data, and 
information. Physical safety policies encompass measures to safeguard physical 
assets, facilities, and resources. This includes access control mechanisms, surveillance 
systems, and procedures to prevent unauthorised access or damage to physical 
infrastructure. 

 
Password Management Policy: Exploits targeting weak passwords remain prevalent 
across various industries, as indicated by [18]. A password management policy 
establishes clear guidelines for the creation, storage, and regular updating of passwords, 
aiming to ensure robust authentication and prevent unauthorised access to systems and 
data. The effectiveness of a password policy lies in adhering to best practices, providing 
users with guidance on creating secure passwords [19]. The study conducted by [18] 
highlights the continued existence of possible weaknesses in the methods used to 
create passwords for online accounts. Because of these flaws in cyber hygiene, many 
systems are vulnerable to brute force attacks. [4] advise building a strong password 
policy, using two factor authentication, and taking precautions to prevent physical 
access to information technology infrastructure to defend against attacks that target 
specific information. 

 
Response to Incidents, Business Continuity, and Disaster Recovery Policies: These 
policies are designed to establish protocols and strategies for effectively managing 
security incidents, maintaining operational continuity during disruptions, and ensuring 
prompt recovery from catastrophic events to minimise both downtime and data loss 
[20]. According to [21], the primary objective of a business continuity policy is to 
comprehensively document the requirements for sustaining organisational operations 
on regular business days and during emergencies. It is possible to set sensible 
expectations. 
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for disaster recovery (BC/DR) and business continuity procedures when there is a clear 
policy that is closely followed. 

As highlighted by [22] is it importance of an Incident Response (IR) plan in guiding 
teams through the recovery processes following a cyberattack or breach. Equipping a 
company with complete information about response procedures to various cyber 
incidents, such as disclosure of confidential information, asset theft or damage, 
unauthorised use of services, malware in the system, unauthorised modifications and 
access to organisational hardware and software, disruption of the network, or failure 
of critical servers, proves extremely beneficial. Also, [23] emphasise the integration 
of disaster risk management and business continuity into organisational security 
policies and practices through disaster risk informed investments. According to [22], it 
is imperative for every organisation across industries to adopt three essential policies: 
Business Continuity, ensuring the restoration of business operations after a disaster or 
incident; Disaster Recovery, focusing on the IT aspect of restoring technology; and 
Incident Response, addressing cybersecurity incidents promptly. [22] stresses the 
harmonious coordination of all three policies to safeguard the organisation from 
potential disruptions. 

 
Cyber awareness and education policy: Recognizing that computer security extends 
beyond securing systems and networks, it encompasses the individuals who utilise these 
systems and how their behaviors can influence cyber exploitation [24]. [25] underscores 
the significance of security awareness training as an integral component in safeguarding 
companies against evolving and detrimental cybersecurity threats. For this training to 
be truly effective, the formulation of a comprehensive security awareness and education 
policy is imperative. The Cybersecurity Awareness and Education Policy serve as a 
guiding document for all employees, urging them to undergo regular training sessions. 
This policy outlines the necessary protocols and expectations for fostering a cyber- 
aware workforce. It not only emphasises the identification of potential cyber threats but 
also addresses the behavioral aspects that can contribute to a secure computing 
environment. The policy aims to cultivate a proactive and vigilant organisational 
culture, where employees are informed, engaged, and equipped to play an active role 
in the collective cybersecurity efforts of the company. 

By promoting ongoing education and awareness initiatives, the Cyber Awareness 
and Education Policy ensures that employees are abreast of the latest cybersecurity 
trends, threats, and best practices. Regular training sessions may cover topics such as 
recognizing phishing attempts, safeguarding sensitive information, adhering to 
password policies, and understanding the importance of secure communication 
practices. Additionally, the policy may outline consequences for non-compliance and 
underscore the shared responsibility of every employee in upholding the organisation's 
cyber resilience. The Cyber Awareness and Education Policy serve as a cornerstone in 
establishing a robust cybersecurity culture within the organisation, where knowledge, 
aware- ness, and proactive engagement collectively contribute to fortifying the human 
element against cyber threats. 
On that note, a cyber-security policy framework and procedural compliance in public 
organisation was developed to suit the managers of cybersecurity activities in an 
organisation [3], The framework was developed with 7 themes. A table below will 
delve into the themes elucidated in the framework proposed by [3].
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Table 1. Lubua’s cyber-security policy framework [3] 
 

Themes 

Data Security To ensure that data is accounted for, 
secure and private. 

Internet and Network Services 
Governance 

To govern internet usage and services, to 
manage emails, social media usage, and 
connection of personal devices on the 
organisation network. 

Uses of Company-Owned Devices To govern company-owned devices and 
use acceptable use policy. 

Physical security To the measures and precautions put in 
place to safeguard people, assets, infra- 
structure, and information from physical 
threats, unauthorised access, theft, 
vandalism, or damage. 

Incident Handling and Reporting To respond to incidents, report 
security incidents, and scan for 
vulnerabilities. Monitoring and Compliance To monitor and control accounts and 
Software licensing, manage patches, and 
Forensic Auditing and risk management. 

Policy Administration To administrate policy, review, and 
training of system users. 

 
 

The items listed in table 1, which is the framework proposed by [3], indicate the 
various kinds of policies that an organisation can create and include in a single 
document that serves as a cyber security policies document. 

The formulation of cybersecurity policies represents a crucial and multi-faceted 
process essential for fortifying an organisation's security infrastructure. As emphasised 
by [5], the formulation step is foundational, influencing both the implementation and 
out- comes of policies. Research plays a pivotal role in providing the necessary 
information for this process, ensuring that policies are well-informed and effective. In 
essence, the comprehensive range of cybersecurity policies, from their formulation to 
their practical implementation, represents an intricate yet indispensable approach to 
mitigating cyber threats, securing organisational assets, and cultivating a resilient 
cybersecurity culture. 

 
 
 

2.2      Cybersecurity policy Implementation step 
 

The crucial stage of the policy-making process where the decisions made in the early 
stages are implemented is referred to as policy implementation. According to [26], it 
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denotes the conversion of policy plans which are frequently conceived during 
formulation into concrete acts and practices. Expanding on this idea, [27] emphasise 
the dynamic aspect of policy implementation, describing it as an all-encompassing 
series of actions carried out by people or organisations with authority. These 
initiatives are deliberately created to actualise the goals and objectives specified in 
the policy statements. 

This is a complex process that involves a range of players, tools, and tactics to 
guarantee that policies are carried out successfully. Careful planning, resource 
allocation, stakeholder coordination, and ongoing monitoring and evaluation to assess 
progress and make required modifications are all essential for an implementation to 
be carried out effectively. The successful execution of policies requires the collaboration 
and commitment of numerous stakeholders, such as officials from the public and 
private domains and non-governmental organisations. To guarantee coherence and 
alignment towards accomplishing the policy goals, it is imperative to establish 
unambiguous communication channels and clearly defined roles and responsibilities 
[6]. 

Additionally, there are several difficulties and complexities involved in 
implementing policies. Various factors, including insufficient funding, competing 
agendas among involved parties, formalities in the administrative process, and 
unanticipated outside events, can hinder or change the implementation process. To 
ensure that the desired policy outcomes continue to be attainable in the face of these 
challenges, flexibility and adaptability are essential qualities [28]. Furthermore, for 
policies to be implemented effectively, encouraging ownership and buy in from 
those involved is just as crucial as following directions. Developing capacity, 
fostering participation, and encouraging ownership among stakeholders can all help to 
improve commitment and sustainability during the execution phase. Furthermore, 
selecting the best controls, comprehending organisational requirements, disseminating 
and managing policies, providing awareness training, and keeping an eye on user 
behavior are just a few of the difficulties that come with implementing cybersecurity 
policies successfully [29]. 

 
 
 

2.3     Cybersecurity policy Modification step 
 

Policies must be regularly reviewed and revised to remain relevant and effective in a 
world that is changing quickly, especially when it comes to cybersecurity. As suggested 
by [1] the model for cybersecurity policy demands should place a strong emphasis on 
an ongoing focus on the formulation of policies and iterative evaluations. According to 
[6], policy modification entails a systematic and intentional process of reviewing earlier 
policy choices and making necessary modifications in response to input from various 
stakeholders affected by these policies. 

Policy performance evaluation and feedback mechanisms shape the dynamic process 
of policy evolution through modification. Experiences and results from the employees 
offer vital insights that guide the creation and modification of future policies. These 
assessments frequently highlight areas in which policies might be insufficient, have 
unforeseen consequences, or fall short of their goals. As a result, as [1] points out, 
policymakers must modify their original plans to better meet new demands and address. 
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evolving issues. The significance of feedback loops in the policymaking cycle, as 
underscored by [30] cannot be overstated. Stakeholder feedback and the continuous 
as- assessment of policy performance are pivotal in shaping the trajectory of subsequent 
policy iterations. This iterative process enables policymakers to adopt policies based 
on empirical evidence, real-world experiences, and evolving circumstances, ensuring 
a more responsive and effective approach to governance. 

Moreover, changes can be made at any point during the process thanks to the adapt- 
ability of policy modification. This adaptability gives interested parties in an 
organisation those who gain from or are impacted by a policy the ability to push for 
changes that will improve or maintain the policy's efficacy over time. The iterative 
process of policy modification, fuelled by ongoing assessment, input from 
stakeholders, and practical observations, is essential to preserving policies that are 
flexible, efficient, and in line with changing demands and issues in cybersecurity and 
other domains. Policy modification, therefore, is an ongoing and dynamic process that 
integrates feedback, evaluation, and the dissemination of information. It enables 
policymakers to continually re- fine policies in response to changing conditions, new 
insights, and the evolving needs of the stakeholders involved. Through this iterative 
process, policies can better adapt to the complex and dynamic environments in which 
they operate, ultimately enhancing their effectiveness and relevance. Moreover, 
information communications and technology (ICT) keep revolving every minute. 
Therefore, the emergence of new technologies such as artificial intelligence, machine 
learning, and blockchain requires relevant methods of addressing security concerns and 
that is why cyber policies need to be comprehensive and updated regularly to cater to 
new criminal developments [3]. Figure 1 depict the policy making steps as discussed in 
this study [6].  

 

 
 
 

Fig. 1. Policymaking steps [6] 
 
 

2.4      Policy Compliance step 
 

Policy compliance is a cornerstone of effective cybersecurity within organisations. It 
involves the adherence to established cybersecurity policies and protocols by all stake- 
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holders, both through technical and non-technical solutions. [31] encouraged the 
fostering a culture of security within an organisation is pivotal to ensuring policy 
compliance. In order to implement and maintain cybersecurity policies, technical 
solutions include the use of technological tools like intrusion detection systems, 
firewalls, multi- factor authentication, and encryption [32]. Non-technical solutions, on 
the other hand, involve aspects like creating awareness among employees, providing 
regular training sessions, and instituting clear guidelines and consequences for non-
compliance. 

Moreover, once a policy has been implemented, it is crucial to ensure that it is 
communicated effectively to all relevant parties and the importance of policy 
dissemination and comprehension among employees is ensured. This 
communication process in- volves making policies readily available and providing 
clear explanations to ensure that every individual comprehends their roles and 
responsibilities in adhering to and up- holding the policy. Policy compliance thus 
becomes essential, fostering a culture of adherence and accountability within the 
organisation. 

A robust culture of policy compliance not only ensures that employees understand 
and adhere to cybersecurity policies but also serves as a bulwark against potential 
vulnerabilities and threats. It cultivates a shared responsibility toward safeguarding 
organisational assets and fosters a proactive approach to cybersecurity governance. 
Addition- ally, regular assessments, audits, and monitoring mechanisms are vital to 
evaluating and ensuring ongoing compliance with cybersecurity policies. In a similar 
vein, adhering to cyber security frameworks guarantees risk mitigation, threat 
prevention, and mechanism efficacy [1].  In the processes proposed by [6] the fourth 
process which is policy compliance has not been included. 

However, the literature of [1][31] have identified the need for the policy formulation 
processes to include policy compliance as part of the cybersecurity processes. If the 
compliance process were to be integrated into the cybersecurity policy lifecycle 
process, the processes for cybersecurity policies would look like the one shown in 
figure 2 below: 
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Fig. 2. The four processes of an effective Cybersecurity policy 
 

The figure 2, shows that to fortify its digital defences, an organisation must first 
undertake the crucial task of developing a comprehensive cybersecurity policy. This 
foundational document serves as a strategic roadmap, outlining the principles and 
guidelines that will govern the organisation's approach to safeguarding its digital assets 
[4]. 

The formulation of the cybersecurity policy marks the initial step in the 
organisation's commitment to secure its information systems and sensitive data. Once 
this policy framework has been meticulously crafted, the next imperative is its 
seamless implementation throughout the organisation. However, it is paramount to 
ensure that, prior to implementation, the policy is thoroughly vetted for compliance 
with industry standards, legal regulations, and internal protocols. After the successful 
implementation of the cybersecurity policy, a dedicated team, typically led by the 
Chief Security Officer (CSO) or Chief Information Officer (CIO), assumes the 
responsibility of ensuring strict adherence to the established guidelines [31]. This team 
plays a pivotal role in educating and training all staff members and stakeholders on the 
intricacies of the policy. To track compliance, spot possible weaknesses, and quickly 
address any deviations, audits and assessments are carried out on a regular basis [27]. 

The dynamic nature of technology and the continuous evolution of cyber threats 
necessitate periodic reviews of the cybersecurity policy. Regular assessments provide 
opportunities to identify and address emerging risks, ensuring that the policy 
remains adaptive and resilient [29]. In this ever-changing landscape, modifications to 
the cyber- security policy become not just a possibility but a strategic imperative, 
allowing the 
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organisation to stay ahead of potential threats and vulnerabilities. The repeated process 
of formulation, implementation, compliance verification, and regular review, coupled 
with the vigilant oversight of a dedicated team, establishes a robust cybersecurity 
framework. This framework not only safeguards the organisation's digital infrastructure 
but also positions it to respond effectively to the evolving challenges presented by the 
rapidly changing cyber landscape. 

 
 

3       Conclusion 
 

As organizations navigate the complex landscape of cybersecurity threats, the 
development and implementation of robust cybersecurity policies are paramount. 
This paper has clarified the essential steps involved in the policymaking process, 
underscoring the importance of tailoring policies to meet the specific needs and 
Challenges of organisations. By integrating policy compliance into the cybersecurity 
lifecycle, organizations can establish a proactive approach to cybersecurity 
governance, ensuring adherence to established guidelines and protocols. Through 
regular review and modification, organizations can adapt to evolving threats and 
technologies, thereby fortifying their digital defences, and maintaining resilience in the 
face of cyber adversaries. 
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Abstract. An emerging phenomenon, digital legacy management explores the 
management of digital data individuals accumulate throughout their lifetime. 
With the integration of digital systems and data into people's daily lives, it be-
comes crucial to understand the intricacies of managing data to eventually be-
come one’s digital legacy. This can be understood by investigating the signifi-
cance of behavioural predictors in shaping digital legacy management. The ob-
jective of this study is to explore how behavioural predictors influence the inten-
tions of individuals in South Africa towards managing their digital legacy. This 
entailed: 1) investigating the impact of attitude, subjective norms, and perceived 
behavioural control on these intentions; 2) exploring the perceived usefulness of 
digital legacy management systems; and lastly 3) understanding the implications 
of response cost and task-technology fit on individuals' inclinations towards dig-
ital legacy planning. Data were collected (n = 203 valid responses) from South 
African residents using an online survey and analysed using partial least squares 
structural equation analysis (PLS-SEM). Results indicate that attitudes, peer 
opinions, personal resources and skills are significant positive influences on dig-
ital legacy management intention. Recognizing and understanding these behav-
ioural predictors is key when developing region-specific and culturally sensitive 
digital legacy management tools, awareness campaigns and policies. Further-
more, it could pave the way for more tailored strategies, ensuring effective trans-
fer of post-mortem data, reducing potential conflicts, and providing clarity when 
dealing with post-mortem data. 

Keywords: Digital Legacy, Digital Legacy Management, Personal Data Man-
agement Predictors, Digital Afterlife, Post-Mortem Data. 

1 Introduction 

During the 21st century, the value of digital objects has drastically increased becoming 
what we now refer to as digital assets [13] . Historically, legacies typically comprised 
of tangible items that were passed down from one individual to another, yet these phys-
ical items have been largely replaced by digital equivalents [47]. Digital data often 
serves as an extension of oneself and can be of high importance to individuals [12]. As 
people spend more time in their virtual lives, it is important to protect what we leave 
behind [7]. However, the shift towards digital versions of physical items has not been 
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followed by a corresponding shift in the way these digital items are managed and passed 
down to future generations [47].  

Digital legacy refers to the accumulated digital information, across various platforms 
and formats, left behind by an individual after their death, which includes content they 
created, shared, or that pertains to them [12, 13, 47]. Very few people have planned for 
their digital legacy as it is a relatively new concept [18]. The concept of digital legacy 
has recently been brought to light through social media and digital platforms such as 
Facebook [13] where guidelines for deceased user accounts are still emerging [9]. Man-
aging one’s digital legacy and understanding these behavioural predictors impacts: 1) 
the bereaved who may seek access or closure; 2) the way digital platforms handle one’s 
data after one’s death; and 3) the deceased's privacy, as their personal content could be 
accessed in undesired ways. 

Due to the increase in data stored online and how frequently users interact online, 
there is growing concern about how valuable digital assets can be managed and passed 
on to loved ones [31]. Even death-aware people have not considered their own digital 
legacy [44]. The consequences of not managing one’s digital legacy could include cop-
yright infringement, invasion of privacy, theft of identity, and loss of private data [29]. 
Recognizing behavioural predictors is key to understanding how individuals approach 
digital legacies and tailored digital legacy management strategies can be developed, 
reducing conflicts and uncertainties. The implications of unmanaged digital legacies 
range from emotional distress of the bereaved to potential legal issues.  

 
The objective of this study is to understand the behavioural predictors that influence 

digital legacy management intentions among individuals in South Africa. Understand-
ing behavioural predictors is vital for the future of effective digital legacy management. 
As South Africa’s digital landscape rapidly expands, it becomes imperative to address 
the complexities of managing and safeguarding digital assets for future generations [3, 
6]. 

2 Literature Review 

2.1 Digital Legacy Platforms 

In recent years there has been a rise in digital afterlife research and many digital legacy 
platforms have been developed such as Afternote [30, 32]. Afternote is a digital plat-
form that enables users to save their personal history, leave messages for loved ones, 
and record their final wishes [29]. These digital legacy platforms, designed for death-
related practices that aim to preserve the memories of loved ones currently have small 
user bases; however, mainstream social media platforms have been gaining popularity 
amongst users for grieving and mourning-related posts [12]. Many startups have been 
capitalizing and thriving in the end-of-life sector, which is expected to continue as tech-
nology infiltrates society [29]. The digital afterlife industry ranges from small business 
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applications like Afternote to larger ones like Facebook. Some digital afterlife plat-
forms are free, and others require a fee, but these fees are based on a rate not intended 
for the standard of living in the Global South [29].  

It is important not to blindly adopt unsuitable solutions from Western society, which 
refers to North American and European regions with predominantly Eurocentric values 
and perspectives. Despite this, popular platforms in the Global South, specifically in 
the context of South Africa are currently based on Western-influenced policies and 
guidelines. 

2.2 Social Networking Sites  

With the increase in Social Networking Sites (SNS) and trends suggesting that the rise 
in technology usage will continue, it is crucial to understand the long-term conse-
quences for users in the context of end-of-life [8]. Some view the interaction and infor-
mation on SNS as one’s ‘digital soul’ that will become one’s digital legacy [8]. Previous 
research has been done on the social relationships that form between the bereaved and 
deceased through social media [34]and how SNS manage their responsibility as a dig-
ital memorial site [33]. These SNS create a space for the bereaved to receive social 
support from strangers, fellow sufferers and other loved ones at any time and place 
rather than having to rely on someone in close physical proximity [5].  

2.3 Managing Digital Assets  

Users commonly struggle to manage their data due to: 1) large amounts of data they 
possess; 2) lack of motivation; and 3) the time and effort needed [12]. Despite the chal-
lenges, individuals find value in their digital assets, offering a sense of pride and fulfil-
ment, making the management of their digital legacy worthwhile due to the significant 
value inherited digital assets can hold [12, 47]. There is a general societal concern for 
the management of digital legacies [10].  In a study done by [26] a little more than half 
(56%) of the respondents were worried about the management of their personal tech-
nologies after their death. 

2.4 Perceptions  

Awareness about Digital Legacy.  
 
There is a lack of awareness regarding the management of digital assets and the poten-
tial to leave behind resource-intensive digital waste after one’s death [29, 31]. [31] 
found that many online users have not considered their digital legacy but believed it 
should be considered in the future. Even among people who have a legal will, 70% had 
no clear understanding of what would happen to their digital assets after their passing 
[13].  [8] found that many students had never considered their own digital legacy unless 
they had experienced the passing of loved ones with active SNS. 
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Attitudes towards Digital Legacy. 
 

Western society has traditionally viewed death as taboo. Although recent developments 
in technology have shifted people’s attitudes towards death, individuals still tend to 
avoid making end-of-life decisions [28]. This can be explained by terror management 
theory that suggests that individuals avoid these decisions due to their belief that they 
are not going to die soon. This may explain the low usage of digital asset management 
tools.  Additionally, people are generally not enthusiastic about planning for their death 
as it can involve tedious planning and thoughtful evaluation of what to leave behind 
[12]. People are motivated to plan their digital legacy if they view digital data as a gift 
as opposed to a burden, as it can then be framed as a meaningful process [12]. 

To safeguard one’s digital assets, it is essential that people are educated about proper 
planning [8].  

Preferences towards Digital Legacy. 
 
There are varying preferences regarding digital legacy and how digital remains are 
managed after one’s death. [25] researched how young people, who represent the inter-
net generation, comprehend death and how that shapes their digital posthumous inter-
action. They found that 53.8% of the participants wished to leave a posthumous mes-
sage that will be displayed after their death [25]. Similarly, the respondents in [44] study 
expressed a desire towards ensuring their valued digital artefacts are preserved, not only 
for themselves but for their loved ones. In contrast, [8] found that the majority of par-
ticipants desired that their online digital remains are deleted, with only 24.4% wanting 
their own profiles to be active after their passing. Although the majority of these re-
mains are text-based content and photographs at present, over time it is likely to expand 
to various other types of content as more applications and services are moved to the 
cloud.  

The control and management of digital assets after death is another area of concern 
for individuals. Some people prefer to control which of their digital assets are to be kept 
or deleted, while others prefer automated alternatives [43]. A study found that 45%-
50% of individuals preferred that someone is granted access to their personal email, 
social platforms, and digital accounts after their passing [18]. 31%-36% wished that all 
access be denied to their digital assets, and the remaining individuals preferred partial 
access [18]. 

Religious beliefs. 

Cultural and religious beliefs influence how people view [25]. This can provide a guide-
line for SNS and digital legacy management platforms to respect users’ digital legacy 
preferences and beliefs. Some research has been done on how rituals and practices can 
be enhanced through blending physical and digital interaction [34]. Religious farewell 
rituals demonstrate individuals’ desire to maintain a connection with deceased loved 
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ones [25]. Death is a social and cultural construct with specific sets of values and mean-
ings. These cultural beliefs, rooted in religion, determine appropriate interactions with 
the dead [25]. [25] found two opposing ideas about death. Some believe that there is an 
abstract life beyond death while others view death as the end.  

2.5 Challenges in Post-Mortem Data  

Inheriting digital assets is complex due to the lack of established social, cultural, and  
religious guidelines [13, 34].  There are four main challenges associated with digital 
legacies after someone dies: 1) Problems with the transfer and access to assets due to 
authentication; 2) email access and password protection; 3) how to ensure the longevity 
of digital assets, and 4) concerns with the level of understanding of digital legacy ter-
minology [13]. There is a trade-off between a service provider having access to one’s 
data while providing privacy in exchange; however, once a user passes, the provider 
continues to have access [18]. This raises questions about post-mortem privacy rights, 
which is a person's right to control their digital legacy and assets after death [18]. 

Policies And Regulations Issues.  
 
In Common Law jurisdictions, privacy rights end when a person dies, but in the digital 
age online service providers continue to store and control the data, highlighting one of 
the challenges with post-mortem data  [28]. When someone dies, friends and family 
need the permission of service providers to gain access to data. This has resulted in 
legal complications and the few cases that have gone to court resulted in mixed out-
comes [28]. Service providers often indicate in their terms and conditions that they have 
no legal obligation to grant access to data when a user passes away [47].  This is because 
their revenue comes from active users, which makes the allocation of resources to man-
age inactive accounts redundant [47]. The shift towards digital transformation, which 
includes online distribution of personal and sensitive information might cause stress for 
those receiving a digital legacy and for the curators thereof [33]. This is due to the fact 
that existing practices have not been adapted to the digital domain, even though its 
significance continues to grow [33]. The deceased’s privacy rights can raise legal con-
cerns regarding the extent of access an heir can have to an account [47]. Legally, three 
parties are affected by the contents of digital legacies: 1) the deceased individual who 
agreed to the terms of service; 2) the services they signed up for that established the 
rules; and 3) the heirs who may seek access to the deceased's account [47]. If the digital 
executor is left with account details, they have the potential to act as the deceased user 
and invade their privacy. This raises the ethical question of whether heirs should or 
should not be given access to deceased accounts.  
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3 Conceptual Background 

Fig.1 outlines the adapted conceptual model which includes constructs from protection 
motivation theory, technology acceptance model, task-technology fit and theory of 
planned behaviour [2, 23, 37]. PMT explores the motives for one’s digital legacy pro-
tective behaviours. TAM addresses the acceptance of new technology, while the TTF 
model focuses on the fit between task characteristics and technology characteristics. 
Finally, TPB integrates attitudes, societal norms, and perceived controls to influence 
one's behavioural intentions.  
 

 

 

Fig. 1. Conceptual model adapted from [2, 23, 37]. 

3.1 Hypotheses 

Hypotheses are important in deducing from theory and in subsequently, testing the hy-
potheses to come to a conclusion. In Table 1, the hypotheses developed for the study 
are presented. 
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Table 1. Hypotheses developed for the study. 

 
Hypotheses Supporting Literature  

1. Attitudes towards digital legacy manage-

ment outcomes have a positive influence 

on individuals’ intentions to manage 

their digital legacy. 

Attitudes and intentions can be 

influenced by ideas about the 

outcomes of a conduct .[2] 

2. Subjective norms of friends and family 

have a positive influence on digital leg-

acy management intentions.  

Subjective norm is a norma-

tive cognition that represents a 

person's assessment of 

whether significant people 

want them to engage in the tar-

get activity as well as their 

drive to comply with these oth-

ers [15]. The stronger the pos-

itive perception of the subjec-

tive norm with respect to a be-

haviour, the more likely it is 

that there will be an intent to 

perform the behaviour [2]. 

3. Perceived behavioural control has a posi-

tive influence on digital legacy manage-

ment intentions. 

The combination of intentions 

and perceptions of behavioural 

control significantly contrib-

utes to the variation observed 

in behavioural intention [2]. 

Perceived behavioural control 

represents the capabilities and 

resources users possess, and 

lacking these essentials, their 
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Hypotheses Supporting Literature  

intention towards a behaviour 

will be diminished [24]. 

4. Perceived usefulness of digital legacy 

management systems has a positive in-

fluence on attitudes towards digital leg-

acy management intentions.  

According to the Technology 

Acceptance Model (TAM), an 

individual's intention to accept 

technology is directly influ-

enced by attitude which is in-

fluenced by perceived useful-

ness [1].  

5. Response cost has a negative influence 

on digital legacy management intentions.  

A higher perceived response 

cost will result in lower likeli-

hood of individuals engaging 

in a specific protective behav-

iour [42]. 

6. Response efficacy has a positive influ-

ence on digital legacy management in-

tentions.  

Individuals who perceive a 

measure as effective are more 

likely to develop an intention 

to adopt it [19].  

7. Task-technology fit has a positive influ-

ence on intention towards digital legacy 

management.  

Studies suggest that task-tech-

nology fit leads to effective 

utilization. However, such uti-

lization and enhanced perfor-

mance cannot be achieved un-

til the intention is realized 

[11]. 
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4 Methodology 

The study used a positive paradigm to employ scientific methods and adopted a deduc-
tive approach, employing Theory of Planned Behaviour, Technology Acceptance 
Model, Protection Motivation Theory and Task Technology Fit to formulate testable 
hypotheses. Utilizing a descriptive research design, the study examined the concepts 
and relationships related to digital legacy, a relatively new field, in order to establish a 
foundational understanding that can inform future studies.  

4.1 Data Collection 

A survey questionnaire was used to gather data from participants. This research instru-
ment provided an adequate method of collecting data from a large sample while elimi-
nating the need for the researcher to be present. This questionnaire was distributed to 
South African residents over the age of 18 using the platform Qualtrics. The question-
naire consisted of closed-ended structured questions that have been developed from 
previous studies, for simplicity, all questions were transformed to 5-item Likert with 
item responses ranging from 1 (strongly disagree) to 5 (strongly agree). 

5 Data Analysis and Findings 

The survey questionnaire was created, disseminated, and recorded using Qualtrics over 
a period of two weeks. Out of the initial 228 responses, 25 incomplete responses were 
removed, leaving a final sample of 203 valid responses. Data was analyses using PLS-
SEM in SmartPLS. 

 
5.1 Demographics Description 

The demographics for age were segmented into five groups: 18-30, 31-40, 41-50, 51-
60, and 61+. The majority of respondents (33.0%) were between the ages of 18-30 years 
old. 13.8% of respondents fell within the 31-40 age bracket. 12.3% of the participants 
were aged between 41-50 and 16.3% of respondents were between 51-60 years old. 
Lastly, 24.6% of respondents were 61 years or older.  

5.2 Internal Consistency Reliability 

Composite reliability was used to measure the internal consistency reliability, which is 
the preferred measure in PLS-SEM as it does not assume that each indicator is equally 
reliable [16, 46]. Composite reliability of values above 0.70 are satisfactory, as seen in 
Table 2, all constructs pass the composite reliability check.  
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Table 2. Composite Reliability. 

 

Construct Composite Reliability 

Attitudes 0.920 

Intentions 0.905 

Perceived Behavioural Control 0.893 

Perceived Usefulness 0.862 

Response Cost 0.796 

Response Efficacy 0.831 

Subjective Norms 0.873 

Task Technology Fit 0.933 

5.3 Convergent Validity  

Convergent Validity is tested using Average Variance Extracted (AVE) which indicates 
whether the latent construct can explain more than half of its indicators’ variances [17]. 
An AVE of 0.50 or more indicates a sufficient degree of convergent reliability and will 
be accepted [16]. As seen in Table 3 the AVE extracted from the model shows that all 
constructs pass [36]. 

 

Table 3. Average Variance Extracted. 

Construct Average Variance Extracted (AVE) 

Attitudes 0.743 

Intentions 0.760 

Perceived Behavioural Control 0.807 

Perceived Usefulness 0.678 

Response Cost 0.567 

Response Efficacy 0.622 

Subjective Norms 0.696 

Task Technology Fit 0.823 
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5.4 Hypotheses Test Results 

To assess the validity of the hypothesized relationships in the model, the path coeffi-
cients, t-values, and p-values are examined [4, 36]. Path coefficients, which typically 
fall between -1 and +1, signify the strength and direction of the relationship between 
constructs. Values closer to +1 suggest strong positive relationships, whereas values 
closer to -1 indicate strong negative relationships [36]. The p-value indicates the like-
lihood that a statistical outcome would occur due to chance [4]. A p-value lower than 
0.05 is considered statistically significant at a 5% level, confirming the hypothesized 
relationship. T-values greater than 1.96 in two-tailed testing indicate a 5% level of sta-
tistical significance [16]. Table 4 shows each hypothesis path coefficients and its sig-
nificance. 

Table 4. Path coefficients of the structural model and significance testing results. 

 
Hy-

pothesis 
Path Path 

Coeffi-
cient 

t-
value 

p-
value 

Sup-
ported 

H1 ATT -> INT 0.227 3.323 0.001 Yes 
H2 SN -> INT 0.285 3.850 0.000 Yes 
H3 PBC -> INT 0.345 5.658 0.000 Yes 
H4 PU -> ATT 0.352 4.919 0.000 Yes 
H5 RC -> INT -0.140 2.243 0.025 Yes 
H6 RE -> INT -0.006 0.095 0.924 No 
H7 TTF -> INT 0.045 0.611 0.541 No 

6 Discussion 

Based on the results, it was found that the attitude towards digital legacy management 
has a significant causal relationship on intention. This corroborates with the TPB frame-
work by [24] that looks at users’ behavioural intentions towards a digital communica-
tion tool. Furthermore, the results demonstrate that the perceived usefulness of manag-
ing one’s digital legacy positively influences the attitude towards digital legacy man-
agement. This is in accordance with studies that explore individuals’ acceptance of the 
usage of new technologies [1].  

The findings indicate that subjective norms have a significant causal relationship 
with the intention to manage one's digital legacy. The results are similar with studies 
from [35, 38] that explore the digital management of banking. It highlights the im-
portance of societal and peer perspectives in shaping an individual's intention towards 
digital legacy management. The results show that the demographic control gender has 
a significant influence on subjective norms. This could imply that societal norms affect 
genders differently with regards to digital legacy management. This is in line with gen-
der studies that found peer influence to have a greater influence on women [27, 45]. 
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The perceived behavioural control was also found to have a significant causal rela-
tionship on intention. This finding is consistent with a study done by [24] looking at 
users’ behavioural intentions towards a digital communication tool. It implies that an 
individual's confidence in their capabilities and the resources play a role in influencing 
their intentions towards digital legacy management. 

The results show that the response cost negatively influences digital legacy manage-
ment intentions, which corroborates with previous literature looking at information se-
curity behaviours [21, 40, 42]. When individuals perceive a high cost associated with 
managing their digital legacy, they are less inclined to engage in digital legacy man-
agement. However, the results demonstrate that response efficacy’s influence on inten-
tions was insignificant and in the opposite direction than the hypothesised positive di-
rection. This is contrary to numerous studies findings [14, 19, 40], although, there are 
instances where the anticipated positive influence of response efficacy on intentions 
were not supported  [39, 41]. For individuals to actively manage and protect their digital 
assets and online presence after death, it is expected that they recognize the advantages 
of safeguarding these digital legacies [42]. In the demographic analysis, Figure 4 re-
veals that 82% of participants are either unfamiliar with digital legacy or are indifferent 
towards digital legacy management. This could be why response efficacy was not sup-
ported. 

The findings revealed that the task-technology fit is insignificant and does not sup-
port intentions towards digital legacy management. This is contrary to previous studies 
looking at the perceived fit between technology and a task and the user's intention to 
use that technology [11, 20, 22]. This suggests that there is a poor alignment between 
individual needs in this domain and the technology solutions available. Another prob-
lem similar to response efficacy, is that participants are unfamiliar with the technologies 
designed for digital legacy management, preventing them from effectively understand-
ing task-technology fit.   

7 Conclusion 

The rapid growth of digitalization in the past decades has highlighted the significance 
of managing one’s digital legacy. This pertains to managing one’s digital assets, includ-
ing social media internet interactions and personal digital data. Understanding the in-
tricacies of digital legacy management has become crucial for individuals, loved ones 
of the deceased and digital service providers. With South Africa's increasing digital 
integration into one’s daily life, this study provides a unique context for understanding 
digital legacy management due to this country’s digital divide and distinct digital leg-
acy policies. 

This study contributes to literature using the Theory of Planned Behaviour, Technol-
ogy Acceptance Model, Protection Motivation Theory and Task-Technology Fit. By 
employing a multi-theoretical approach, this study has provided a broad perspective on 
what behavioural predictors influence individuals’ intention to manage their digital leg-
acy and how they do so in South Africa. The behavioural predictors are Attitudes, Sub-
jective Norms, Perceived Behavioural Control, Perceived Usefulness and Response 
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Cost, which have all shown to be significant for digital legacy management intentions. 
These valuable insights hold significant potential for influencing platform design, 
awareness campaigns, and shaping policy frameworks tailored to a South African con-
text. This research serves as a foundation for academicians, digital platforms, and tech-
nology companies in the digital legacy management field. Lastly, this paper emphasizes 
the need for platform developers to reassess and standardize post-mortem data designs 
and policies according to user preferences, resources and local regulations. 
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